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Tomography-Based Analysis of
Radiative Transfer in Reacting
Packed Beds Undergoing a
Solid-Gas Thermochemical
Transformation
A reacting packed-bed undergoing a high-temperature thermochemical solid-gas trans-
formation is considered. The steam- and dry-gasification of carbonaceous materials to
syngas is selected as the model reaction. The exact 3D digital geometrical representation
of the packed-bed is obtained by computer tomography and used in direct pore-level
simulations to characterize its morphological and radiative transport properties as a
function of the reaction extent. Two-point correlation functions and mathematical mor-
phology operations are applied to calculate porosities, specific surfaces, particle-size
distributions, and representative elementary volumes. The collision-based Monte Carlo
method is applied to determine the probability distribution of attenuation path length and
direction of incidence at the solid-fluid boundary, which are linked to the extinction
coefficient, scattering phase function, and scattering albedo. These effective properties
can be then incorporated in continuum models of the reacting packed-bed.
�DOI: 10.1115/1.4000749�

Keywords: packed-bed, radiation, solar energy, gasification, chemical reactors

1 Introduction

Morphological and effective heat/mass transfer properties of
complex porous media are needed for the engineering design, op-
timization, and scale-up of thermochemical reactors and processes
in particular for packed beds. Their complex solid-gas structures
can be incorporated in direct pore-level simulations for determin-
ing their morphological-dependent effective transport properties
for continuum domain. This approach has been successfully ap-
plied for the geometrical characterization of packed beds and
foams �1–5� and for the determination of the effective radiative
heat transfer properties of opaque and semitransparent packed
beds �3,6–8� and foams �5,9,10�, of the effective conductivity of
packed beds and foams �11–14�, of convective heat transfer prop-
erties �13,15�, and of the effective fluid flow properties �15,16�
through foams. These pore-level computations allow for more in-
depth investigations vis-à-vis classical empirical models for radia-
tive �17,18�, conductive �19�, convective �20�, and fluid flow
�19,21,22� properties.

In this study, computer tomography �CT� is employed to obtain
the exact 3D digital geometrical representation of a packed-bed of
carbonaceous materials undergoing high-temperature gasification.
Thus, the numerically calculated effective properties are based on
the exact morphology of the reacting packed-bed, which varies
with time and process parameters �e.g., temperature, gasifying
agent, partial pressure, and feedstock size� as the reaction
progresses. These effective properties can then be applied for the

accurate derivation of the reaction kinetics and for the design and
optimization of packed-bed reactors.

2 Gasification Experiments
A packed-bed of tire shreds is selected as the model reactor.

The gasification of this waste carbonaceous material into high-
quality synthesis gas �syngas, mainly H2 and CO, used for power
generation in efficient combined-cycles and fuel cells or further
processed to Fischer–Tropsch liquid fuels� is investigated in a
packed-bed reactor using concentrated solar energy as the source
of high-temperature process heat �23�. In this study, a laboratory
packed-bed reactor, schematically shown in Fig. 1, is used to con-
duct the gasification reaction at controlled conditions and to pro-
duce sample materials at different reaction extents. These samples
are then scanned by tomography. Their BET specific surface area
is measured by N2 adsorption �Micromeritics TriStar 3000� and
their particle-size distribution is measured by laser scattering
�HORIBA LA-950 analyzer�. Outlet gas composition is monitored
by mass spectrometry �MS, Pfeiffer Vacuum OmniStar GSD 301
O1� and gas chromatography �GC, Varian CP-4900 Micro GC�.

Proximity analysis of the tire shreds indicates 63 wt % vola-
tiles, 29 wt % fixed carbon, 7 wt % ash and 1 wt % moisture.
Elemental analysis indicates 82 wt % C, 7 wt % H, 3 wt % O,
2 wt % S, and heavy metal impurities. Energy dispersive X-ray
spectrometer analysis shows that the main components in the ash
are Si, Zn, and Fe based oxides. Samples are first pyrolyzed to
release volatiles. Approximately 3 g of pyrolyzed material is
loaded in a 2.6 cm inside diameter quartz tube, rapidly heated by
a radiative source, and gasified either by steam or CO2 diluted by
Ar. Once the reaction reaches a desired carbon conversion, the
quartz tube is removed from the furnace and rapidly cooled. The
partially reacted sample is extracted. The carbon conversion �or
reaction extent� is defined by

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received May 15, 2009; final manuscript received
October 22, 2009; published online March 25, 2010. Assoc. Editor: Walter W. Yuen.
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XC = 1 −
nC

nC,0
=

�
0

t

ṅArxAr
−1�xCO2

+ xCO + xCH4
�dt

�
0

�

ṅArxAr
−1�xCO2

+ xCO + xCH4
�dt

�1�

The process parameters are listed in Table 1: furnace temperature,
type of gasifying agent, partial pressure of gasifying agent, and
type of feedstock. Carbon conversions are shown in Fig. 2 as a
function of reaction time for the five different experimental runs.
Samples at XC=0 �after pyrolysis�, 0.3, 0.7, and 1 �ash� obtained
in each of the five experiments are selected for the subsequent
analysis.

3 Computer Tomography

3.1 CT Scans. Low- and high-resolution computer tomogra-
phy techniques are employed in this study. Low-resolution tomog-
raphic scans of the samples are obtained by exposing them to an
unfiltered X-ray beam generated by electrons incident on a wol-
fram target. The generator is operated at 40–50 keV and a current
of 0.2–0.3 mA. A Hamamatsu flat panel C7942 CA-02 protected
by a paper filter is used to detect the transmitted X-rays. The
samples are scanned at 1800 angles �projections�. Each projection
consists of an average over six scans at 1.2 s exposure time. The
scans are performed for voxel sizes of 10 �m �at XC=0,0.3,0.7�
and 5 �m �at XC=1�. The fields of view investigated are 11.2

�11.2�12 mm3 and 5.6�5.6�6 mm3, respectively. In addi-
tion, high-resolution tomography scans �voxel size of 0.37 �m
and field of view 0.76�0.76�0.62 mm3� are obtained with syn-
chrotron radiation on the TOMCAT beamline at the Swiss Light
Source �SLS� �24�. The scans are obtained for 10 keV photon
energy, 0.4 mA beam current, 100 �m thick Al filter, 20 times
geometrical magnification, 1.5 s exposure time, and 1501 projec-
tions. Figure 3 shows tomograms obtained with the low-resolution
scans for the reference case sample at XC=0, 0.3, 0.7, and 1 �Fig.
3�a�� and with the high-resolution scans for a single particle of the
reference case sample at XC=0.3 �Fig. 3�b��. The latter scan was
performed to examine the amount of pores below 5 �m.

3.2 Image Processing and Digitalization. The data obtained
by tomography consist of 2 byte �0–65535� optical density values,
��x�, arranged on a 3D Cartesian grid. The data is digitally im-
proved by brightness and contrast adjustment, and by intensity
transformation, obtained via a two-step gamma correction:

f���� = ��c�1−1��1/�1 for � � c

� �2b − 1��2 − c�2

�2b − 1� − c
�� − c� + c�2�1/�2

for � � c 	 �2�

where b is the number of bits of the image �16�, �1 and �2 are the
gamma correction factors, and c denotes the absorption value
where the two transformations interchange. For example, for XC
=0, c=0.4�2b−1�. When appropriate, median filtering is ap-
plied to reduce the noise.

The detailed mathematical methodology to obtain the continu-
ous representation of the optical density values is described in
detail elsewhere �9�. A short summary is given here. The discrete
values obtained by CT and subsequent image processing are lin-
early interpolated in three dimensions. The iso-surface describing
the phase interface is obtained when the continuous density value
equals the threshold value for phase segmentation �0�x�. Due to
the highly heterogeneous material containing optically thin
carbon-containing compounds and optically thick heavy metal im-
purities, phase segmentation is complicated. Local multistep
threshold segmentation, implemented in MATLAB, is used to allow
for more accurate phase detection. A representative rendered 3D
geometry is shown in Fig. 4. The pore-space indicator function
��x� is defined as

��x� = 
1 if ��x� � �0�x�
0 if ��x� � �0�x� � �3�

The distance of a random point in the sample to the phase bound-
ary is found by following a generic ray in small steps �searching
for the root�. Afterward, the bisection method is used to find the

Fig. 1 Schematic of the tubular packed-bed reactor setup
used for the gasification of carbonaceous materials

Table 1 Process parameters for the five experimental runs

Case
T

�K�
Gasifying

agent
pga

�bar�
Feedstock

�mm�

Reference 1273 H2O 0.8 Granular, dm=1
Powder 1273 H2O 0.8 Powder, dm=0.5
T 1173 H2O 0.8 Granular, dm=1
Reduced pH2O 1273 H2O 0.4 Granular, dm=1
CO2 1273 CO2 0.8 Granular, dm=1

Fig. 2 Carbon extent XC as a function of reaction time for five
different sets of process parameters, as described in Table 1
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exact value. The normal unit vector at the interface is determined
by computing the gradient of the gray values at the specific posi-
tion.

4 Morphological Characterization

4.1 Experimental. Porosity is determined by weight mea-
surements, assuming the approximate intrinsic density to increase
linearly with decreasing carbon content, and is given by 	
=	ashXC+	C�1−XC� with 	C=1700 kg m−3 and 	ash
=2500 kg m−3. 	tire of the initial tire shreds �before pyrolysis� is
measured by He pycnometry �AccuPyc 1330� to be 1200 kg m−3.

 is shown in Fig. 5 as a function of the carbon conversion for the
five experimental runs listed in Table 1. The porosity peaks at
XC=0.55 as a result of growing pores and break-up of fragile
particles �25�. The measured values correspond to a loosely
packed-bed of randomly oriented and located non-spherical par-
ticles having uniform size and sphericity �fraction of surface area
of volume-equivalent sphere to surface area of particle� smaller
than 0.25 �26�, indicating highly porous particles. The measured
porosity is fitted to a second order polynomial function �RMS
=0.04�.


ex�XC� = − 0.243XC
2 + 0.269XC + 0.856 �4�

The porosity of the unreacted packed-bed of tire shreds is deter-
mined to be 
ex=0.60�0.05, which corresponds to a packed-bed
of non-spherical particles of uniform size and with sphericity of
0.55 �26�.

The BET specific surface area and the corresponding fraction
resulting from nanopores �dp�2 nm� is shown Fig. 6 as a func-
tion of the carbon conversion for the five experimental runs listed
in Table 1. Before pyrolysis, BET surface area is 0.6 m2 g−1 for
the granular and 1.6 m2 g−1 for the powder feedstock, and no
nanopores are detected. During pyrolysis, it increases to
70 m2 g−1 of which a small fraction ��5%� is associated to nano-
pores. During gasification, the BET specific surface area increases
up to �700 m2 g−1 for XC=0.7 and decreases for the residual ash
�XC=1�, which is consistent with the variation in porosity in Fig.
5. The fraction of nanopores increases and peaks at 60% for XC
=0.3. No nanopores are detected in the ash. The different values
obtained for H2O and CO2 gasifying agents are presumable the
result of different mechanisms as CO2 mainly reacts at the exter-
nal surface while H2O diffuses to the particle core �27�. In gen-
eral, the variation in the reaction temperature, partial pressure,
gasifying agent, and particle-size �as described in Table 1� do not
significantly affect the morphology of the sample at the same

Fig. 3 Tomograms of the reference case sample for: „a… scans „voxel
size=10 and 5 �m… at XC=0, 0.3, 0.7, and 1, and „b… submicron scans
„voxel size=0.37 �m… of a particle at XC=0.3

Fig. 4 A 3D rendered geometry of the reference case at XC
=0 with cube length of 1.5 cm
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Fig. 5 Experimentally determined porosity for the packed-bed
of tire shred as a function of carbon conversion for the five
experimental runs listed in Table 1
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carbon conversion.
The experimentally measured particle-size distribution is shown

in Fig. 7 for the reference case at XC=0,0.3,0.7,1. As expected,
the main peak shifts to the left as particles shrink, and the small
peaks—associated with smaller particles resulting from particle
break-up—increase during the reaction. Note that these distribu-
tions are qualitative as particles are not spherical.

4.2 Numerical. The two-point correlation function

s2�r� =

�
V
�

4�

��r���r + rŝ�d dV

4�V
�5�

is applied to calculate the porosity and specific surface area of the
sample since s2�0�=
 and ds /dr r=0=−A0 /4 �1�. The particle-size
distribution is calculated by an opening; a morphology operation
consisting of an erosion followed by a dilation with the same
structuring element �28�. A sphere is used as the structuring ele-
ment. The determined opening porosity is related to the size dis-
tribution by

f�d� =
d

dd
�1 −


op


0
� �6�

The calculated porosity of the unreacted packed-bed of 0.61 com-
pares well to the experimentally determined one of 0.60�0.05.
Figure 8 shows the experimentally measured and numerically cal-
culated porosity as a function of the carbon conversion during
gasification for the reference case. The failure in predicting the
porosity and its increase with increasing XC is related to the res-

olution of the tomographic scans, which is limited by the tomog-
raphic setup, the subsequent image processing �especially filter-
ing� and the relative increase in optically thick material, which
distorts the tomographic image. The impact of the insufficient
scanning resolution and subsequent image processing is roughly
calculated to be �1−
�
sub�0.1, where 
sub ��0.2 for XC=0.3� is
the porosity of the particle only detectable by the high-resolution
tomography. Nanopores are not detectable but obviously present
as indicated by the BET measurements. Calculated specific sur-
face shows an increase up to XC=0.7 but the experimentally ob-
served decrease for the ash is not elucidated.

The numerically calculated particle-size distributions, shown in
Fig. 9 for the reference case at XC=0,0.3,0.7,1, are based on the
largest sphere that fits inside the particle. Therefore, for non-
spherical, complex, porous and fractal-like particles, these distri-
butions deviate from those experimentally measured. The calcula-
tions are limited by the voxel size of the CT scans �dmin
=4·voxel size�. Since the particle-size distribution is calculated
based on the solid phase, the limited resolution of the CT scans
leads to an over prediction of the particle-size due to virtual par-
ticle agglomeration. The measurements show �see Fig. 7� that the
amount of particles in the 10 �m range is small compared with
that in the 100 �m range. Therefore the influence of this distor-
tion is assumed negligible on the particle-size distribution in the
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Fig. 6 Experimentally determined specific surface area „a… and
the corresponding fraction resulting from micropores „b… as a
function of carbon conversion for the five experimental runs
listed in Table 1
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Fig. 8 Experimentally measured and numerically calculated
porosity as a function of the carbon conversion for the refer-
ence case
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Fig. 9 Numerically calculated particle-size distribution for the
reference case at various carbon conversions XC=0,0.3,0.7,1
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range of 60–100 �m. Indeed, an increase in small particles due
to shrinkage and breakup of the initial ones during the reaction is
observed.

The representative elementary volume �REV�—the smallest
volume that can be considered as continuum—is determined by
calculating the porosity of a subsequently growing subsample un-
til its variation is within a tolerance band of �0.05 �3�. The edge
length of the REV, lREV, was found to be equal to 5 mm, indepen-
dent of the process parameters.

5 Radiative Heat Transfer Characterization
The packed-bed of the carbonaceous material is assumed to be

opaque for visible and near-infrared radiation, which is the spec-
tral range encountered in the solar-driven reactor �23�. The fluid
phase is assumed to be radiatively non-participating. Hence, the
variation in the radiative intensity in continuum models is de-
scribed by a single equation of radiative transfer �RTE� �29,30�.

dI��s, ŝ�
ds

+ ��I��s, ŝ� = ��I�,b�s, ŝ� +
�s,�

4�
�

4�

I��s, ŝin����ŝ, ŝin�din

�7�
Since the smallest pores or particles detected by CT and conse-
quently employed in the analysis are larger than the voxel sizes of
the low-resolution scans, geometric optics can be assumed for
radiation wavelengths smaller than 1 �m �17�. Collision-based
Monte Carlo �MC� method is applied to compute the cumulative
distribution functions of the radiation mean free path Ge�s� and of
the cosine of incidence at the solid wall F�in

��in� defined as

Ge�s� =�
0

s
1

Nr
�
j=1

Nr

��s� − sj��ds� �8�

F�in
��in� =

1

Ne
�
j=1

Ne

���in − �in,j� �9�

Ge�s� and F�in
��in� are related to �� and �� �2,5,8� by

Ge�s� � 1 − exp�− ��s� �10�

���s� =

2�
�in=0

1 �
�d=0

� �
�r=0

1

���s − ��1 − �in
2 ��1 − �r

2� cos �d − �in�r�	���in,�r,�d�F�in
�rd�rd�dd�in

�
�in=0

1 �
�d=0

� �
�r=0

1

	���in,�r,�d�F�in
�rd�rd�dd�in

�11�

The absorption characteristics of the samples and the contribution
of dependent scattering vary with the reaction extent since ash is
less absorbing than coal �	r,sp,C=0.273, 	r,d,C=0.1, 	r,sp,ash
=0.092, and 	r,d,ash=0.75 �31,32��. Gas, packed-sphere, liquid,
and modified liquid models are used to estimate the corresponding
deviations of the scattering and absorption coefficients from the
corresponding values obtained by assuming independent scatter-
ing �33�. For a packed-bed with dm=0.4 and 1 mm �dm of particle-
size distribution shown in Fig. 7 at XC=1 and 0, respectively�, the
maximum deviation of the scattering efficiency �appearing at the
largest radiation wavelength in our spectral range of interest
1 �m� is 5% and 23% for 
ex=0.88 and 0.86, respectively, �mea-

sured and depicted in Fig. 5 at XC=1 and 0, respectively�. Con-
sequently, dependent scattering effects are neglected in the radia-
tive transfer analysis.

The cumulative distribution function of the cosine of incidence
at the solid wall and the scattering phase function are computed
for two limiting cases: a specular and a diffuse solid-gas interface.
For tire shreds, a combination of these two cases is anticipated to
be valid. The specular directional-hemispherical reflectivity is cal-
culated using Fresnel’s equations for the complex refractive index
of the carbon-ash mixture m= �1−XC�mC+XCmash, where mC

Fig. 10 Extinction coefficient as a function of carbon conver-
sion „markers… and its fit „solid line… given by Eq. „11…
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Fig. 11 Scattering phase function for the reference case at
various carbon conversions XC=0,0.3,0.7,1 for diffusely and
specularly reflecting particles
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=2.2−1.12i is the complex refractive index of carbon and mash
=1.5−0.02i is the complex refractive index of ash �17,34�. Note
that the cumulative distribution function of radiation mean free
path, and consequently, the extinction coefficient are independent
of the interface reflection type in the geometrical optics range.

The extinction coefficient � and scattering phase function � are
shown in Figs. 10 and 11, respectively, for the reference case at
XC=0,0.3,0.7,1. � increases with XC as particles shrink and
shorten the attenuation path length. An empirical correlation of the
extinction coefficient inversely proportional to the characteristic
diameter supports this trend �18�. The extinction coefficient is
fitted to an exponential function �RMS /�XC=0=0.09�:

�MC�XC� = 4024 + 32.14 exp�5.93XC� �12�
The scattering phase function is independent of the reaction extent
for the assumed diffusely reflecting interface. This result is con-
sistent with the small differences obtained between the phase
functions for diffuse reflecting identical overlapping transparent
spheres and for diffuse reflecting identical overlapping opaque
spheres �3,6,9�, although largely differing in morphology. � is
described by a second order polynomial function �RMS=0.01�.

�d = 0.565�s
2 − 1.394�s + 0.812 �13�

In contrast, the scattering phase function for specularly reflecting
particles exhibits a large forward scattering peak. This peak is
enhanced with increasing XC due to the decrease in the real part of
the refractive index of the carbon-ash particle. The coefficients of
the exponential fit, described by Eq. �14�, are listed in Table 2.

�sp = a + b exp�c�s� �14�

The scattering albedo ��s /�� can be approximately calculated as

�s

�
= �1 − XC�	r,C + XC	r,ash �15�

For the specular solid-gas interface, �s /�=0.273 and 0.092 at
XC=0 and 1, respectively. For the diffuse solid-gas interface
�s /�=0.1 and 0.75, respectively, �31,32�.

6 Conclusions
CT-based computational techniques were used to characterize

the morphology �porosity, specific surface, particle-size distribu-
tion, and the REV for continuum domain� and the effective radia-
tive heat transfer properties �extinction coefficient, scattering
phase function, albedo� of a packed-bed undergoing a thermo-
chemical reaction. The study was performed for the gasification of
carbonaceous waste materials �tire shreds� to produce high-quality
syngas. The variation in the morphology of the packed-bed was
investigated at discrete carbon conversion steps �XC=0, 0.3, 0.7,
and 1� and for different process parameters �feedstock size, fur-
nace temperature, gasifying agent, and partial pressure of gasify-
ing agent�. The CT scans were digitally improved to allow for
more accurate phase segmentation. Numerical calculated and ex-
perimentally measured porosity �by weight�, BET surface �by
N2-adsorption�, and particle-size distribution �by laser scattering�
were compared. Discrepancies were due to limitations in the CT
scan resolutions and to image distortions around optically thick

heavy metal impurities. The morphological results can be used for
the determination of structural parameters �25� needed in kinetic
models. The extinction coefficient increased as particles shrank
and shortened the attenuation path length. For diffuse reflecting
particles, the scattering phase function was found to be indepen-
dent of the reaction extent. For specularly reflecting particles, the
scattering phase function exhibited a strong forward peak and de-
pendency on the refractive index and therefore XC.

Further studies are directed to the determination of the effective
properties for conduction heat transfer �thermal conductivity�,
convection heat transfer �interfacial heat transfer coefficient�, and
for fluid flow �permeability and Dupuit–Forchheimer coefficient�.
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Nomenclature
A0 � specific surface, m−1

b � bit number of image
c � constant, indicating gamma correction regime

change
d � particle diameter, m
F � probability density function
f � size distribution function, m−1

f� � two-step gamma correction function
Ge � cumulative distribution function of extinction

length
I � radiative intensity, W m−3 sr−1

m � complex refractive index
Nr � number of rays
Ne � number of extincted rays
n � number of moles
ṅ � molar flow rate
p � �partial� pressure, bar
r � distance between two points in the sample, m
r � position vector for spatial coordinates in the

sample
s � path length, m

s2 � two-point correlation function
ŝ � unit vector of path direction
T � temperature, K
t � time, s

V � total sample volume, m3

XC � carbon conversion
x � molar fraction
x � spatial location vector, m

Greek
� � density value of tomographic scans

�0 � threshold density value for phase segmentation
� � extinction coefficient, m−1

� � Dirac delta function

 � porosity

�i � gamma constant
� � absorption coefficient, m−1

� � radiation wavelength, m
� � directional cosine
	 � intrinsic density, kg m−3

	r � hemispherical reflectance
�s � scattering coefficient, m−1

�d � difference between azimutal angle of incidence
and reflection, rad

� � scattering phase function

Table 2 Coefficients of the exponential fit to the scattering
phase function for specularly reflecting solid-gas interface as a
function of XC

XC A b c RMS

0 0.986 5.031�10−7 13.55 0.017
0.3 0.899 1.415�10−2 4.057 0.001
0.7 0.750 3.622�10−2 4.017 0.009
1 0.614 6.377�10−3 6.697 0.124
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� � pore-space indicator function
 � solid angle, sr

Subscripts
b � blackbody
C � carbon
d � diffuse

ex � experimental
ga � gasifying agent
in � incidence
m � mean

min � minimal
op � opening

r � reflection
s � scattering

sp � specular
sub � submicron

0 � initial
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�5� Haussener, S., Coray, P., Lipiński, W., Wyss, P., and Steinfeld, A., 2010,
“Tomography-Based Heat and Mass Transfer Characterization of Reticulate
Porous Ceramics for High-Temperature Processing,” ASME J. Heat Transfer,
132, p. 023305.

�6� Tancrez, M., and Taine, J., 2004, “Direct Identification of Absorption and
Scattering Coefficients and Phase Function of a Porous Medium by a Monte
Carlo Technique,” Int. J. Heat Mass Transfer, 47, pp. 373–383.

�7� Coquard, R., and Baillis, D., 2004, “Radiative Characteristics of Opaque
Spherical Particle Beds: A New Method of Prediction,” J. Thermophys. Heat
Transfer, 18, pp. 178–186.

�8� Coquard, R., and Baillis, D., 2005, “Radiative Characteristics of Beds of
Spheres Containing an Absorbing and Scattering Medium,” J. Thermophys.
Heat Transfer, 19, pp. 226–234.

�9� Petrasch, J., Wyss, P., and Steinfeld, A., 2007, “Tomography-Based Monte
Carlo Determination of Radiative Properties of Reticulate Porous Ceramics,”
J. Quant. Spectrosc. Radiat. Transf., 105, pp. 180–197.

�10� Zeghondy, B., Iacona, E., and Taine, J., 2006, “Determination of the Aniso-
tropic Radiative Properties of a Porous Material by Radiative Distribution
Function Identification �RDFI�,” Int. J. Heat Mass Transfer, 49, pp. 2810–
2819.

�11� Logtenberg, S., and Dixon, A. G., 1998, “Computational Fluid Dynamics
Studies of Fixed Bed Heat Transfer,” Chem. Eng. Process., 37, pp. 7–21.

�12� Huai, X., Wang, W., and Li, Z., 2007, “Analysis of the Effective Thermal

Conductivity of Fractal Porous Media,” Appl. Therm. Eng., 27, pp. 2815–
2821.

�13� Krishnan, S., Murthy, J. Y., and Garimella, S. V., 2006, “Direct Simulation of
Transport in Open-Cell Metal Foam,” ASME J. Heat Transfer, 128, pp. 793–
799.

�14� Petrasch, J., Schrader, B., Wyss, P., and Steinfeld, A., 2008, “Tomography-
Based Determination of the Effective Thermal Conductivity of Fluid-Saturated
Reticulate Porous Ceramics,” ASME J. Heat Transfer, 130, p. 032602.

�15� Petrasch, J., Meier, F., Friess, H., and Steinfeld, A., 2008, “Tomography Based
Determination of Permeability, Dupuit–Forchheimer Coefficient, and Interfa-
cial Heat Transfer Coefficient in Reticulate Porous Ceramics,” Int. J. Heat
Fluid Flow, 29, pp. 315–326.

�16� Boomsma, K., Poulikakos, D., and Ventikos, Y., 2003, “Simulations of Flow
Through Open Cell Metal Foams Using an Idealized Periodic Cell Structure,”
Int. J. Heat Fluid Flow, 24, pp. 825–834.

�17� Modest, M., 2003, Radiative Heat Transfer, 2nd ed., Academic, San Diego,
CA.

�18� Hendricks, T. J., and Howell, J. R., 1996, “Absorption/Scattering Coefficients
and Scattering Phase Functions in Reticulated Porous Ceramics,” ASME J.
Heat Transfer, 118, pp. 79–87.

�19� Kaviany, M., 1995, Principles of Heat Transfer in Porous Media, Springer-
Verlag, New York.

�20� Incropera, F., and DeWitt, D., 2002, Fundamentals of Heat and Mass Transfer,
Wiley, New York.

�21� Dullien, F., 1979, Porous Media Fluid Transport and Pore Structure, Aca-
demic, New York.

�22� Macdonald, I. F., El-Sayed, M. S., Mow, K., and Dullien, F. A. L., 1979,
“Flow Through Porous Media—The Ergun Equation Revisited,” Ind. Eng.
Chem. Fundam., 18, pp. 199–208.

�23� Piatkowski, N., Wieckert, C., and Steinfeld, A., 2009, “Experimental Investi-
gation of a Packed-Bed Solar Reactor for the Steam-Gasification of Carbon-
aceous Feedstocks,” Fuel Process. Technol., 90, pp. 360–366.

�24� Streun, A., Böge, A., Dehler, M., Gough, C., Joho, W., Korhonen, T., Lüdeke,
A., Marchand, P., Muñoz, M., Pedrozzi, M., Rivkin, L., Schilcher, T., Schlott,
V., Schulz, L., and Wrulich, A., 2001, “Commissioning of the Swiss Light
Source,” Proceedings of the 2001 Particle Accelerator Conference, P. Lucas,
and S. Webber, eds., IEEE, Piscataway, NJ, pp. 224–226.

�25� Lu, G. Q., and Do, D. D., 1994, “Comparison of Structural Models for High-
Ash Char Gasification,” Carbon, 32, pp. 247–263.

�26� 2003, Handbook of Fluidization and Fluid-Particle Systems, W. C. Yang, ed.,
Marcel Dekker, New York.

�27� Czechowski, F., and Kidawa, H., 1991, “Reactivity and Susceptibility to Po-
rosity Development of Coal Maceral Chars on Steam and Carbon Dioxide
Gasification,” Fuel Process. Technol., 29, pp. 57–73.

�28� Vogel, H., and Roth, H., 2001, “Quantitative Morphology and Network Rep-
resentation of Soil Pore Structure,” Adv. Water Resour., 24, pp. 233–242.
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Simultaneous Measurement of
Three-Dimensional Soot
Temperature and Volume Fraction
Fields in Axisymmetric or
Asymmetric Small Unconfined
Flames With CCD Cameras
A nonintrusive measurement technique is presented numerically for simultaneous mea-
surement of three-dimensional (3D) soot temperature and volume fraction fields in the
axisymmetric or asymmetric flames with charge-coupled device (CCD) cameras. CCD
cameras were introduced to capture the flame images for obtaining the line-of-sight
radiation intensities. The distributions of local emission source under two wavelengths
can be deduced through solving the reconstruction matrix equation by the least-square
QR decomposition method from the knowledge of the line-of-sight radiation intensities of
the flames. The two-color distributions of the local emission source were used to retrieve
the soot temperature and volume fraction distributions. The effects of the discrete ray
number of CCD cameras, the number of CCD cameras, and the system signal-to-noise
ratio �SNR� on the measurement were investigated. The results show that for accurate
measurement of soot volume fraction field, the CCD cameras number should not be less
than four and the system SNR can be as low as 54 dB. The proposed technique can be
capable for reconstructing the 3D soot temperature and volume fraction fields in both
axisymmetric and asymmetric flames well. �DOI: 10.1115/1.4000752�

Keywords: soot temperature, soot volume fraction, axisymmetric flame, asymmetric
flame, CCD camera

1 Introduction
Measurements of soot temperature and volume fraction distri-

butions are of practical importance for the studies of the soot
formation and radiative heat transfer analyses in the combustion
system. In recent years optical soot diagnostic techniques were
developed fast and intensively due to their nonintrusive advan-
tages. Hall and Bonczyk �1� investigated emission-absorption to-
mography for a sooting flame temperature measurement. Green-
berg and Ku developed a technique for the measurement of soot
volume fractions by laser light-extinction measurements, in which
a two-dimensional �2D� array of data was acquired simultaneously
�2�, and also applied this technique to the soot volume fraction
measurement for normal and reduced gravity laminar acetylene jet
diffusion flames �3�. De Iuliis et al. �4� used the multiwavelength
emission technique for the measurement of soot volume fraction
and temperature in an ethylene diffusion flame, and Cignoli et al.
�5� developed the 2D two-wavelength emission technique for soot
diagnostics. Recently, De Iuliis et al. �6� applied the two-color
laser-induced incandescence �2C-LII� technique to the 2D soot
volume fraction imaging in an ethylene diffusion flame. Snelling
et al. conducted the 2D attenuation measurements for soot volume
fraction �7� and developed a multiwavelength flame emission
technique for high spatial resolution measurement of soot tem-
perature and soot volume fraction in axisymmetric laminar diffu-

sion flames �8�. Thomson et al. used the spectral soot emission
and line-of-sight attenuation measurements for the radially re-
solved measurements of soot volume fraction and soot tempera-
ture at pressures from 0.5 MPa to 4.0 MPa �9� and extended to the
technique of diffuse-light 2D line-of-sight attenuation, which can
achieve very high levels of sensitivity in transmissivity measure-
ments �10�. Xu and Lee �11� developed and tested a forward-
illumination light-extinction soot volume fraction measurement
technique.

Many inverse analyses for soot diagnostics were also reported.
Liu et al. �12,13� utilized the outgoing monochromatic emission
and transmission radiation intensities to reconstruct temperature
and absorption coefficient profiles for an axisymmetric free flame
by the inverse analyses, used an iteration method to reconstruct
the time-averaged temperature distribution in turbulent axisym-
metric sooting free flame by the multiwavelength measured data
of low time-resolution �14�, and also extended an iteration method
to analyze the influences of the turbulent fluctuation on the recon-
struction of Reynolds time-averaged temperature in turbulent axi-
symmetric free flames �15�. Ai and Zhou �16� developed a three-
color emission method for the simultaneous estimation of
temperature and soot volume fraction distributions in these
flames. Ayrancı et al. �17� developed an inversion scheme based
on tomographic reconstruction of flame emission spectra for non-
intrusive characterization of soot temperature and volume fraction
fields within an optically thin axisymmetric flame by extracting
characteristic information on soot refractive index from spectral
gradients of emission spectra, and then conducted the measure-
ment of line-of-sight emission intensity spectra in the near-
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infrared range by Fourier-transform infrared spectrometry to infer
soot temperature and volume fraction profiles from an inversion
technique �18�.

However, all above researches were restricted to the axisym-
metric flames and are not applicable for the asymmetric and non-
steady flames. The actual flames are almost asymmetric and non-
steady. Only limited studies have been devoted to the
simultaneous measurements of soot temperature and volume frac-
tion distributions in the nonaxisymmetric flames. Liu et al. �19�
extended the multiwavelength inversion method to reconstruct the
time-averaged temperature distribution in nonaxisymmetric turbu-
lent unconfined sooting flame by the multiwavelength measured
data of low time-resolution outgoing emission and transmission
radiation intensities. Huang et al. �20� reconstructed soot tempera-
ture and volume fraction distributions for the asymmetric diffu-
sive flame using a tomography technique, which was restricted to
the reconstructions on the flame cross section from one to another
separately, and actual 3D flame imaging of the CCD camera was
not considered for the emission measurement technique.

In the present study, the 3D emission measurement technique
was developed for the measurements of soot temperature and vol-
ume fraction distributions by means of CCD cameras. The 3D
pinhole flame imaging of CCD cameras was considered and the
3D soot temperature and volume fraction distributions of the
whole flame can be retrieved by solving one reconstruction matrix
equation. Both axisymmetric and asymmetric flames were taken
into consideration, which allows one to reconstruct the both
steady and nonsteady flames.

2 Reconstruction Method
The reconstruction system for both axisymmetric and asymmet-

ric flames was shown in the Fig. 1. Four CCD cameras were used
and marked from CCD �1� to CCD �4� were mounted around the
flame. The size of the reconstruction area was W�L�H, and the
distance of each CCD camera to the edge of the reconstruction
area was Le. The reconstruction area was divided into the volume
elements of NX�NY �NZ and the volume elements were num-
bered from 1 to N=NX�NY �NZ by the following sequence
�i , j ,k�: �1,1 ,1� , �2,1 ,1� , . . . , �NX ,1 ,1� , �1,2 ,1� , . . . , �NX ,NY ,
1� , �1,1 ,2� , . . . , �NX ,NY ,NZ�. The angle between the line con-

necting the two CCD cameras and the center line of the whole
system was �. The discrete ray number Mr in the viewing angle of
the CCD camera was assumed.

Following the considerations of the Refs. �17,20�, the back-
ground radiation, the selfattenuation, and the species scattering
were negligible, so the following equation can be obtained for one
fixed radiation ray mr from the flame to the CCD camera

I��mr� =�
0

sf

����s�Ib,��s��ds =�
0

sf

�H��s��ds

= �
n=1

N

���n�Ib,��n�lmr
�n� = �

n=1

N

H��n�lmr
�n� , �1�

where I��mr� is the flame monochromatic radiation into CCD
camera for the ray mr, ���s� is the local absorption coefficient,
Ib,��s� is the local monochromatic blackbody intensity, H��s� is
the local emission source, ���n� is the local absorption coefficient
of the volume element n, Ib,��n� is the local monochromatic black-
body intensity of the volume element n, from which temperature
T�n� can be obtained by Wien’s law, Ib,��n�
=c1 / ��5� exp�c2 / ��Tn���, c1 and c2 are the first and second radia-
tion constants, H��n� is the local emission source of the volume
element n, H��n�=���n�Ib,��n�, lmr

�n� is the path length of the ray
mr in the volume element n, and N is the total volume element
number N=NX�NY �NZ.

The local absorption coefficient of soot can be represented by
Rayleigh approximation as �21�

���n� = 6�fv�n�E�m�/� =
36�nk

�n2 − k2 + 2�2 + 4n2k2

fv

�
�2�

where fv�n� is the local soot volume fraction of the volume ele-
ment n, and E�m��	Im��m2−1� / �m2+2��� is a function of wave-
length dependent soot complex refraction index m=n− ik.

n and k were chosen from Ref. �22�

n = 1.811 + 0.1263 ln � + 0.027 ln2 � + 0.0417 ln3 � �3�

k = 0.5821 + 0.1213 ln � + 0.2309 ln2 � − 0.01 ln3 � �4�

Discrete Mr rays were assumed in 3D directions and Mr equa-
tions can be obtained according to Eq. �1�



I��1� = �

n=1

N

���n�Ib,��n�l1�n� = �
n=1

N

H��n�l1�n�

] ] ]

I��mr� = �
n=1

N

���n�Ib,��n�lmr
�n� = �

n=1

N

H��n�lmr
�n�

] ] ]

I��Mr� = �
n=1

N

���n�Ib,��n�lMr
�n� = �

n=1

N

H��n�lMr
�n�

� �5�

Rewrite Eq. �5� to the matrix form

I� = l · H� �6�

where I� is the vector of monochromatic intensities received by
the CCD camera �I��RMr�, l is the matrix of the path length in
each volume element for each ray �l�RMr�N�, and H� is the
desired local emission source vector �H��RN�.

Equation �6� is a large sparse matrix, and reconstruction prob-
lem is an ill-posed problem. The least-square QR �LSQR� decom-
position method have been introduced to solve for several inverse
problems for temperature field reconstructions by means of CCD
cameras and the results were satisfying �20,23–25�. So in the
present study, LSQR method was used to solve for Eq. �5�.

Fig. 1 Reconstruction system
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The linear system of equations is described as

Ax = b A � Rm�n,x � Rn,b � Rm �7�
The LSQR method, which used Lanczos’ method �26� for solv-

ing least-square �LS� problems

min�Ax-b�2 �8�
was proposed by Paige and Saunders �27,28� in 1982.

Assuming that k times double diagonalization process have
been made and one can obtain m� �k+1� orthogonal matrix Uk+1,
n�k orthogonal matrix Vk, and �k+1��k lower double diagonal-
izations matrix Bk

Uk+1 = �u1,u2, ¯ ,uk+1�,Vk = �v1,v2, ¯ ,vk�

u1,u2, ¯ ,uk+1 � Rm,v1,v2, ¯ ,vk � Rn �9�

Bk = 
�1 0 ¯ ¯ 0

�2 �2 � ¯ 0

] �3 � � ]

] ] � � ]

] ] � � �k

0 ¯ ¯ ¯ �k+1

�
�k+1��k

�1,�2, ¯ ,�k � R

�1,�2, ¯ ,�k+1 � R �10�
The double diagonalization process is described below as

�1 = �b�2,u1 = b/�1,�1v1 = ATu1

Uk+1��1e1� = b

AVk = Uk+1Bk

ATUk+1 = VkBk
T + �k+1vk+1ek+1

T �11�
If we define

xk = Vkyk yk � Rk

rk = b − Axk �12�
According to Eqs. �11� and �12�, then

rk = b − Axk = Uk+1��1e1� − AVkyk = Uk+1��1e1� − Uk+1Bkyk

= Uk+1��1e1 − Bkyk� �13�

Because Uk+1 is an orthogonal matrix and orthogonal transfor-
mation does not change the matrix norm, the original Eq. �8� is
transformed to

min�rk�2 = min��1e1 − Bkyk�2 �14�
The desired results can be inferred from Eq. �14�.
After H� under two wavelengths were obtained, the two-color

method can be used for the soot temperature and volume fraction
computations, that is, for volume element n, the following equa-
tion can be obtained:

f1�T�n�, fv�n�� = H�1�n�

f2�T�n�, fv�n�� = H�2�n� �15�
There are two unknown variables and two equations in Eq. �15�,
so solving this equation can obtain the soot temperature and vol-
ume fraction in volume element n.

3 Results and Discussion
The size of the reconstruction system was W�L�H=7 mm

�7 mm�36 mm and Le=0.021 m. The reconstruction area was
divided into the volume elements of N=NX�NY �NZ=7�7

�9=441. The viewing angle of each CCD camera was assumed
to be about 80 deg. The angle between the line connecting the two
CCD cameras and the center line of the whole system was �
=4.67 deg. The angle � was used to avoid the overlaps of some
rays of two CCD cameras face to face. The assumed 3D soot
temperature and volume fraction distributions were shown in Fig.
2. The serial numbers 1 ,2 , . . . ,441 of the abscissa is as the fol-
lowing sequence �i , j ,k�:
�1,1 ,1� , �2,1 ,1� , . . . , �7,1 ,1� , �1,2 ,1� , �2,2 ,1� , . . . ,
�7,7 ,1� , �1,1 ,2� , . . . , �7,7 ,9�, as shown in Fig. 1. The soot tem-
perature and volume fraction distributions on the cross section k
=5 of the flame were shown in Fig. 3. Both axisymmetric and
asymmetric flames were considered. The two wavelengths used
here were 0.7 �m and 0.53 �m.

The measured intensities received by the CCD cameras were
simulated by adding random errors of normal distribution with
zero average value and mean square deviation � to the exact in-
tensities, which can be obtained from the direct problem

I�,measured,j = �� + �	�I�,j + I�,j �16�

where I�,measured,j is the element of the simulated measured inten-
sity vector, and I�,j is the element of the exact intensity vector,
average value � equals zero, 	 is a random variable of standard
normal distribution, and the probability lying in the range of
−2.576
	
2.576 is 99%. j=1,2 , . . . ,Mr.

The exact intensities received by the CCD cameras from the
direct problem can be computed using assumed soot temperature
and volume fraction distributions. For an image sensor-based op-
tical reconstruction system, the three primary broad components
of noise are photon, dark, and read noises, all of which are con-
sidered in the system signal-to-noise ratio, denoted by SNR. SNR
is defined in terms of the logarithmic decibel scale �20�

SNR = 20 log� 1

� 1

Mr
� j=1

Mr
�2	 j

2�1/2� �17�

The relative errors of the soot temperature and volume fraction
in each volume element are defined as

ET,rel,i = 100
�Ti

recon − Ti
exact�

Ti
exact �18�

Efv,rel,i = 100
�fvi

recon − fvi
exact�

fvi
exact �19�

where Ti
recon and fvi

recon represent the reconstructed temperature and
volume fraction, and Ti

exact and fvi
exact represent the exact tempera-

ture and volume fraction, i=1,2 , . . . ,N.

3.1 Case 1: The Axisymmetric Flame. In this section, the
axisymmetric flame was tested and the assumed soot temperature
and volume fraction distribution of Figs. 2�a� and 2�b� were
served as the exact ones for validation of the reconstruction
method developed in the present study.

3.1.1 The Effects of Different Ray Numbers Mr for Each CCD
Camera on the Reconstruction Accuracy. Here, four CCD cam-
eras were used and measurement errors were assumed to be zero.
Four different ray numbers Mr �192, 252, 304, and 378� for each
CCD camera were used and compared with each other, as shown
in Fig. 4.

The condition number of the coefficient matrix l in Eq. �6� was
first decreased and then increased. Accordingly, the ill-posedness
of the inverse reconstruction problem was first alleviated and then
became serious. The condition number of the coefficient matrix
for ray number 192 was the largest and the ill-posedness of the
inverse problem was the most serious, since the ray number was
smallest and the radiative information of the flame received by the
CCD cameras was the least. When the ray number was increased
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the condition number was decreased first, because more radiative
information of the flame can be obtained by the CCD cameras.
But as the ray number was increased to 378, the condition number
and ill-posedness were not decreased but increased, since the ef-
fect of the increase in the radiative information received by the
CCD cameras on the alleviation of the coefficient matrix singu-
larity maybe less compared with the effect of the increase in a
large amount of zero elements in the coefficient matrix due to the
increase in the rays on the increase in the coefficient matrix
singularity.

Among the four kinds of ray numbers, the performance of the
ray number 304 was the best. With the ray number of 304, the
average relative error of reconstructed temperature distribution
was 2.07�10−4%, the average relative error of reconstructed soot
volume fraction distribution was 0.0032%, the maximum relative
error of reconstructed temperature distribution was 4.56�10−4%,
and the maximum relative error of reconstructed soot volume
fraction distribution was 0.0067%. It can be found that the simul-
taneous reconstruction results were very well with ray number
304. The central processing unit �CPU� computing time was about
19 s for ray number 304 on a personal computer with a 2.66 GHz
Pentium 4 processor and 1 Gbyte memory. In the later computa-
tions, the ray number for each CCD camera was chosen to be 304.

3.1.2 The Effects of Different Combinations of the CCD Cam-
eras on the Reconstruction Accuracy. The measurement errors
were assumed to be zero and the ray number was 304 for each
CCD camera. Four different combinations of the CCD cameras
were tested, that is, CCD �1��2�, CCD �1��3�, CCD �1��2��3�, and
CCD �1��2��3��4�, as shown in Fig. 5.

It can be found that when the two CCD cameras were used, the
reconstruction results from CCD �1��3� were better than those
from CCD �1��2�, and both of the average relative errors of recon-

structed temperature distributions were smaller than 1.7%, but the
maximum relative error of reconstructed soot volume fraction was
very large, and the reconstructions for soot volume fraction distri-
bution failed. If CCD �1��2��3� was used, the average relative
error and the maximum relative error of reconstructed temperature
distribution were 0.1395% and 2.4291%, respectively. The aver-
age relative error of reconstructed soot volume fraction was
1.6480%, but the maximum relative error of that was 16.5673%,
which implied that the soot volume fraction distribution also can-
not be reconstructed accurately using three CCD cameras. The
maximum relative error of the soot volume fraction distribution
was only 0.0067% if CCD �1��2��3��4� were used.

Therefore, if only temperature distribution were desired to
know, CCD �1��3� can be used with the maximum relative error of
6.92%, and CCD �1��2��3� can also be used for more accurate
results with a maximum relative error of 2.42%. If the soot vol-
ume fraction distributions were also desired accurately, four CCD
cameras should be used, which was the reason why four CCD
cameras were used in Sec. 3.1.1.

3.1.3 The Effects of Different Measurement Errors on the Re-
construction Accuracy. Here, four CCD cameras with ray number
304 for each CCD camera were used. Four different measurement
errors or SNR were assumed, �=1�10−4 �SNR is about 80 dB�,
�=5�10−4 �SNR is about 65 dB�, �=1�10−3 �SNR is about 60
dB�, and �=2�10−3 �SNR is about 54 dB�.

As shown in Fig. 6, due to the random measurement errors
used, 20 samples were used to test the stability of the reconstruc-
tion method. It was found that for all the four kinds of measure-
ment errors, the temperature reconstruction results were satisfy-
ing. When the SNR was as low as 54 dB, the maximum relative
error and the average relative error of the temperature distribution

Fig. 2 Assumed 3D soot temperature and volume fraction distributions: „a… axisymmet-
ric temperature distribution; „b… axisymmetric volume fraction distribution; „c… asymmet-
ric temperature distribution; and „d… asymmetric volume fraction distribution
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reconstruction were below 1.5% and 0.12% for all 20 samples.
The maximum relative errors of soot volume fraction recon-

struction were below 11% for 20 samples when SNR was as low
as 54 dB. If the SNR was decreased further, the soot volume
fraction reconstruction can be failed, which implied that if the
soot volume fraction distributions were desired to be recon-
structed accurately, the system SNR should be larger than 54 dB at
least. However, in the laboratory, the dynamic range of the camera
was about 80 dB at the manufacture settings, and the intensity of

a typical flame image pixel was less than 30% of the maximum
pixel intensity, so the camera SNR was about 69.5 dB. Moreover,
if a 4�4 image binning was adopted to render camera noise, the
SNR can be higher than 93 dB during the experiments �20�. When
the SNR was about 65 dB, it can be seen that the maximum
relative errors of soot volume fraction reconstruction were all be-
low 2.5% for 20 samples and the average relative errors of that

Fig. 3 Soot temperature and volume fraction distributions on the cross section k=5 of
the flame: „a… axisymmetric temperature distribution; „b… axisymmetric volume fraction
distribution; „c… asymmetric temperature distribution; and „d… asymmetric volume frac-
tion distribution

Fig. 4 Effects of different ray numbers on the reconstruction
accuracy

Fig. 5 Effects of different combinations of the CCD cameras
on the reconstruction accuracy
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were only about 0.3%. Therefore, better results than those with
SNR 65 dB can be expected during the experiments �SNR can be
higher than 69.5 dB, at least�.

Moreover, the effects of the SNR on the reconstruction accuracy
for the average values of 20 samples were also shown in Fig. 7. It
can be found that as the SNR increased, all four kinds of average
relative errors decreased. When the SNR was as low as 54 dB, the
average of maximum relative error of the soot volume fraction of
20 samples was about 7.2%.

3.2 Case 2: The Asymmetric Flame. Based on the above
discussions of the axisymmetric flame, the reconstruction method
was extended to the asymmetric flame, and the assumed soot tem-
perature and volume fraction distribution of Figs. 2�c� and 2�d�
were served as the exact ones for validation of the reconstruction
method.

Four different SNR values were considered for testing the va-
lidity of the reconstruction method for the application of the
asymmetric flame. The relative errors of soot temperature and
volume fraction in each volume element were shown in Fig. 8.

The CPU computing time was about 19 s for each SNR on a
personal computer with a 2.66 GHz Pentium 4 processor and 1
Gbyte memory.

It can be seen that the relative errors of reconstructed tempera-
ture in each volume element can be maintained at a low level with
four kinds of SNR. The maximum of the relative error of tempera-
ture reconstruction with SNR=53.74 dB was about 1.07%. There-
fore, the temperature reconstructions were satisfying.

The maximum and the average of relative errors of the soot
volume fraction was about 7.4% and 1.27% with SNR
=53.74 dB, respectively. It implied that the soot volume fraction
distribution can be retrieved accurately even when the SNR was as
low as 53.74 dB, which decreased the requirement of the quality
of the CCD cameras for the experiments and also reduced the cost
of the devices.

4 Conclusions
All actual flames are almost asymmetric and nonsteady in 3D

space. A nonintrusive optical technique was developed for simul-
taneous measurement of 3D soot temperature and volume fraction
distributions in the axisymmetric and asymmetric flames by
means of CCD cameras. In the present study, the discrete ray
number for each CCD camera in the viewing angle was chosen to
be 304 for best reconstruction accuracy. In order to obtain the
accurate measurement of soot volume fraction, the CCD cameras
number should not be less than four, and the system signal-to-
noise ratio can be as low as 54 dB. If only temperature distribu-
tion were desired to know, the CCD cameras number can be re-
duced to be two. Numeral analyses show that the proposed
technique can be capable for reconstructing the 3D soot tempera-
ture and volume fraction simultaneously in both axisymmetric and
asymmetric flames well by means of four CCD cameras.
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Theory of Fractional Order
Generalized Thermoelasticity
In this work, a new model of thermoelasticity theory has been constructed in the context
of a new consideration of heat conduction with fractional order, and its uniqueness
theorem has been approved also. One-dimensional application for a half-space of elastic
material, which is thermally shocked, has been solved by using Laplace transform and
state-space techniques. According to the numerical results and its graphs, conclusion
about the new theory of thermoelasticity has been constructed.
�DOI: 10.1115/1.4000705�

1 Introduction
Recently, a considerable research effort has been expended to

study anomalous diffusion, which is characterized by the time-
fractional diffusion-wave equation by Kimmich �1�

�c = �I�c,ii �1�

where � is the mass density, c is the concentration, � is the diffu-
sion conductivity, i is the coordinate symbol, which takes the val-
ues 1, 2, and 3, the subscript “,” means the derivative with respect
to xi, and notion I� is the Riemann–Liouville fractional integral is
introduced as a natural generalization of the well-known n-fold
repeated integral Inf�t� written in a convolution-type form as in
Refs. �2,3�

�I�f�t� =
1

�����
0

t

�t − ���−1f���d�

I0f�t� = f�t�
� 0 � � � 2 �2�

where ���� is the gamma function.
According to Kimmich �1� Eq. �1� describes different cases of

diffusion where 0���1 corresponds to weak diffusion �subdif-
fusion�, �=1 corresponds to normal diffusion, 1���2 corre-
sponds to strong diffusion �superdiffusion�, and �=2 corresponds
to ballistic diffusion.

It should be noted that the term diffusion is often used in a more
generalized sense including various transport phenomena. Equa-
tion �1� is a mathematical model of a wide range of important
physical phenomena, for example, the subdiffusive transport oc-
curs in widely different systems ranging from dielectrics and
semiconductors through polymers to fractals, glasses, porous, and
random media. Superdiffusion is comparatively rare and has been
observed in porous glasses, polymer chain, biological systems,
transport of organic molecules and atomic clusters on surface �4�.
One might expect the anomalous heat conduction in media where
the anomalous diffusion is observed.

Fujita �5,6� considered the heat wave equation for the case of
1���2

�CT = kI�T,ii �3�

where C is the specific heat, k is the thermal conductivity, and the
subscript “,” means the derivative with respect to the coordinates
xi.

Equation �3� can be obtained as a consequence of the non local
constitutive equation for the heat flux components qi is in the form

qi = − kI�−1T,i, 1 � � � 2 �4�
Povstenko �4� used the Caputo heat wave equation defined in the
form

qi = − kI�−1T,i, 0 � � � 2 �5�
to get the stresses corresponding to the fundamental solution of a
Cauchy problem for the fractional heat conduction equation in
one-dimensional and two-dimensional cases.

Some applications of fractional calculus to various problems of
mechanics of solids are reviewed in the literature �7,8�.

2 Theory of Fractional Order Generalized
Thermoelasticity

The classical thermoelasticity is based on the principles of the
theory of heat conduction, which is called the Fourier law, which
relates the heat flux components qi to the temperature gradient as
follows:

qi = − kT,i �6�
In combination with the energy conservative law, this leads to the
parabolic heat conduction equation, which is considered by Pov-
stenko �4�

�CṪ = kT,ii �7�

where the dotted above T means the derivative with respect to the
time t.

Recently, in the nonclassical thermoelasticity theories, Fourier
law �6� and heat conduction �7� are replaced by more general
equations; these have been formulated. The first well-known gen-
eralized of such a type is that of Lord and Shulman �9�, and it
takes the form

qi + �oq̇i = − kT,i �8�
which leads to the hyperbolic differential equation of heat conduc-
tion of Lord and Shulman �9�

�C�Ṫ + �oT̈� = kT,ii �9�

where �o is a non-negative constant and is called the relaxation
time.

According to Eq. �9�, Kaliski �10� and Lord and Shulman �9�
constructed the theory of generalized thermoelasticity.

Now, a new formula of heat conduction will be considered tak-
ing into account considerations �4�, �5�, and �8� as follows:

qi + �oq̇i = − kI�−1T,i, 0 � � � 2 �10�

where I is an integral operator, which is defined in Eq. �2�.
In the context of the generalized thermoelasticity, the governing

equations for isotropic medium are defined as follows.
For the equation of motion,
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�ij,j + �Fi = �üi �11�
For the constitution relation,

�ij = 2	eij + �
ekk − ���ij �12�

where 
 and 	 are Lamé’s constant; ui is the displacement com-
ponent; Fi is the body force component; �= �T−To� is the incre-
ment of the dynamical temperature, where To is the reference
temperature; �= �3
+2	��T, where �T is called the thermal ex-
pansion coefficient, where ij is the Kronecker delta symbol; �ij is
the stress tensor such that �ij=� ji; and eij is the strain tensor that
satisfies the relations

eij = 1
2 �ui,j + uj,i� and e = e11 + e22 + e33 �13�

For the heat flux equation,

qi,i = − �C�̇ − To�ė �14�

The entropy increment equation per unit volume takes the form

�To� = �C� + To�e �15�

where � is the entropy increment of the material.
For the heat flux-entropy equation,

qi,i = − �To�̇ �16�
For the heat equation without any heat sources

qi + �o

�qi

�t
= − kI�−1�,i, 0 � � � 2 �17�

By using Eqs. �15�–�17�, we have the heat equation in the form

kI�−1�,ii = 	 �

�t
+ �o

�2

�t2
��C� + To�e� 0 � � � 2 �18�

Where

0 � � � 1 for weak conductivity

� = 1 for normal conductivity

1 � � � 2 for strong conductivity

3 The Uniqueness Theorem
Let V be an open regular region of space with boundary S

occupied by the reference configuration of a homogeneous isotro-
pic linear thermoelastic solid. S is assumed closed and bounded.
We supplement the equations of two temperature-generalized ther-
moelasticity �11�–�18� by prescribed boundary conditions as in
Ref. �11�

ui = ūi on S1 � �0,�� �19�

pi = p̄i = � jinj on S − S1 � �0,�� �20�

�i = �̄i on S �21�

where S1�S.
In addition, we have prescribed initial conditions

ui = ui0, u̇i = u̇i0, � = �0 in V at t = 0 �22�

4 Theorem
Given a regular region of space V+S with volume V and bound-

ary S, then there exists at most one set of single valued functions
�ij�xk , t� and eij�xk , t� of class C�1�, ui�xk , t�, and �i�xk , t� of class
C�2� in V+S, t�0, which satisfy Eqs. �11�–�18� and conditions
�19�–�22�, where k, C, 
, 	, �, To, �, and �o are all positive.

5 Proof

Let there be two sets of functions �ij
�I� and �ij

�II�, eij
�I� and eij

�II�, ��I�

and ��II�. . ., etc. and let �ij=�ij
�I�−�ij

�II�, eij=eij
�I�−eij

�II�, �=��I�

−��II�. . ., etc.
By virtue of the linearity of the problem, it is clear that these

differences also satisfy the above-mentioned equations �with Fi
=0� and homogeneous counterparts of conditions �19�–�22�,
namely, they satisfy the following field equations in V� �0,��:

�ij,j = �üi �23�

�ij = � ji �24�

qi,i = − �To�̇ �25�

�ij = 2	eij + �
ekk − ���ij �26�

qi + �oq̇i = − kI�−1�,i, 0 � � � 2 �27�

�To� = �C� + To�ijeij �28�

kI�−1�,ii = �C��̇ + �o�̈� + �T0�ėkk + �0ëkk� �29�

and

eij = 1
2 �ui,j + uj,i� �30�

together with the following boundary conditions:

ui = 0 on S1 � �0,�� �31�

pi = � jinj = 0 on S − S1 � �0,�� �32�

�i = 0 on S �33�

where S1�S.
In addition, we have the initial conditions

ui = ui0, u̇i = u̇i0, � = �0 in V at t = 0 �34�

Now, we will consider the integral

�
v

�ijėijdv =�
v

�iju̇i,jdv = −�
v

�ij,ju̇idv �35�

Upon inserting Eq. �23� the latter equation is reduced to

�
v

��ijėijdv + �u̇iüi�dv = 0 �36�

Using Eq. �26�, we get

�
v

��2	eij + 
ijekk − ��ij�ėij + �u̇iüi�dv = 0 �37�

This can be written as follows:

d

dt�v
�1

2

ekk

2 + 	eijeij +
�u̇iu̇i

2
�dv −�

v

��ėkkdv = 0 �38�

Substituting for ėkk in Eq. �29�, we get

T0
d

dt�v
�1

2

ekk

2 + 	eijeij +
�u̇iu̇i

2
+

�C

2T0
�2�dv − k�

v

�I�−1�,iidv

+ �o�C�
v

��̈dv + �T0�o�
v

�ëkkdv = 0 �39�

where vI
�−1f�v , t�dv= I�−1vf�v , t�dv �v and t are independent

variables�.
Integrating by parts, we obtain
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T0
d

dt�v
�1

2

ekk

2 + 	eijeij +
�u̇iu̇i

2
+

�C

2T0
�2�dv + k�

v

�,iI
�−1�,idv

+ �o�C�
v

��̈dv + �T0�o�
v

�ëkkdv = 0 �40�

From the well-known inequality of the second law of thermody-
namics

− qi�,i � 0 �41�
By using Eq. �27�, we get

k�
v

�,iI
�−1�,idv + �o�

v

q̇i�,idv � 0

Integrating by parts, we obtain

k�
v

�,iI
�−1�,idv − �o�

v

q̇i,i�dv � 0 �42�

Inserting Eqs. �25� and �28� in the last equation, we get

k�
v

�,iI
�−1�,idv + �o�C�

v

��̈dv + �To�o�
v

�ëkkdv � 0 �43�

Hence, we have

d

dt�v
�1

2

ekk

2 + 	eijeij +
�u̇iu̇i

2
+

�C

2T0
�2�dv � 0 �44�

The integral in the left hand side of Eq. �44� is initially zero since
the difference functions satisfy homogeneous initial conditions.
By inequality �44�, however, this integral either decreases �or
therefore becomes negative� or remains equal to zero. Since the
integral is the sum of squares, only the latter alternative is pos-
sible, that is,

�
v
�1

2

ekk

2 + 	eijeij +
�u̇iu̇i

2
+

�C

2T0
�2�dv = 0, t � 0 �45�

It follows that the difference functions are identically zero
throughout the body and for all time this completes the proof of
the theorem.

6 One-Dimensional Application
We will consider a half-space filled with an elastic material,

which has constant elastic parameters. The governing equations
will be written in the context of the fractional ordered generalized
thermoelasticity theory.

The heat conduction equation takes the form

kI�−1�,ii = 	 �

�t
+ �0

�2

�t2
��C� + �T0e�, 0 � � � 2 �46�

The constitutive equation takes the form

�ij = 2	eij + 
ekkij − ��ij �47�
The equation of motion without body force takes the form

�ij,j = �üi �48�

Now, we will suppose elastic and homogenous half-space 0�x
��, which obey Eqs. �46�–�48� and initially quiescent, where all
the state functions are dependent only on the dimension x and the
time t.

The displacement components for the one-dimensional medium
have the form

ux = u�x,t�, uy = uz = 0 �49�
The strain component takes the form

e = exx =
�u

�x
�50�

The heat conduction equation takes the form

kI�−1�2�

�x2 = 	 �

�t
+ �0

�2

�t2
��C� + �T0e�, 0 � � � 2 �51�

The constitutive equation takes the form

� = �xx = �2	 + 
�e − �� �52�
The equation of motion takes the form

��

�x
= �ü �53�

or

�2�

�x2 = �ë �54�

For simplicity, we will use the following nondimensional vari-
ables:

x� = c0�x, �� = c0
2��, �0� = c0

2��0, �� =
T − T0

T0
, �� =

�

2	 + 


�55�

where c0
2= ��2	+
� /�� and �=�C /k.

Hence, we have �for simplicity, the primes have been dropped�

I�−1�2�

�x2 = 	 �

�t
+ �0

�2

�t2
�� + �e� �56�

� = e − �� �57�

�2�

�x2 = ë =
� ü

�x
�58�

where �=� /�C and �=�T0 / �
+2	� are nondimensional con-
stants.

Taking the Laplace transform for the both sides of Eqs.
�56�–�58�, this is defined as follows:

L�f�t�� = f̄�s� =�
0

�

f�t�e−stdt

we obtain

1

s�−1

d2�̄

dx2 = �s + �0s
2��̄ + �s + �0s

2��ē �59�

where the rule for the Laplace transform of the Riemann–
Liouville fractional integral reads from Ref. �4�

L�Inf�t�� =
1

snL�f�t��, n � 0 �60�

�̄ = ē − ��̄ �61�

d2�̄

dx2 = s2ē = s2dū

dx
�62�

where all the initial state functions are equal to zero.

Eliminating ē and �̄ from Eqs. �59�, �61�, and �62�, we obtain

d2�̄

dx2 = L1�̄ + L2�̄ �63�

where

L1 = �s� + �0s
�+1��1 + ���, L2 = ��s� + �0s

�+1�

and
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d2�̄

dx2 = M1�̄ + M2�̄ �64�

where

M1 = �s2, M2 = s2

Choosing as a state variable the temperature of heat conduction �̄
and the stress component �̄ in the x-direction, then Eqs. �63� and
�64� can be written in matrix form, as in Ref. �12�, as follows:

d2V̄�x,s�
dx2 = A�s�V̄�x,s� �65�

where

V�x,s� = ��̄�x,s�
�̄�x,s�

� and A�s� = �L1

M1
��L2

M2
�

The formal solution of system �65� can be written in the form

V̄�x,s� = exp�− �A�s�x�V̄�0,s� �66�

where

V�0,s� = ��̄�0,s�
�̄�0,s�

� = ��̄0

�̄0
�

where for bounded solution with large x, we have canceled the
part of the exponential that has a positive power.

We will use the well-known Cayley–Hamilton theorem to find
the form of the matrix exp�−�A�s�x�. The characteristic equation
of the matrix �A�s� can be written as follows:

k2 − k�L1 + M2� + �L1M2 − L2M1� = 0 �67�

the roots of this equation, namely, k1 and k2, satisfy the following
relations:

k1 + k2 = L1 + M2 �68�

k1k2 = L1M2 − L2M1 �69�

Now, we can write the spectral decomposition of A�s�, as in Ref.
�13�

A�s� = k1E1 + k2E2 �70�

where E1 and E2 are called the projectors of A�s� and satisfy the
following conditions:

E1 + E2 = I �71a�

E1E2 = zero matrix �71b�

Ei
2 = Ei for i = 1,2 �71c�

Then, we have

�A�s� = �k1E1 + �k2E2 �72�

where

E1 =
1

k1 − k2�
�L1 − k2� L2

�k1 − L1��L1 − k2�
L2

�k1 − L1� � �73�

and

E2 =
1

k1 − k2�
�k1 − L1� − L2

�k1 − L1��k2 − L1�
L2

�L1 − k2� � �74�

Then, we get

B�s� = �A�s� =
1

�k1 + �k2
��k1k2 + L1 L2

M1 �k1k2 + M2
� �75�

The Taylor series expansion for the matrix exponential in Eq. �66�
is given by

exp�− B�s�x� = �
n=o

�
�− B�s�x�n

n!
�76�

Using the Cayley–Hamilton theorem, we can express B2 and
higher orders of the matrix B in terms of I, B, where I is the unit
matrix of second order.

Thus, the infinite series in Eq. �76� can be reduced to the fol-
lowing form:

exp�− B�s�x� = b0�x,s�I + b1�x,s�B�s� �77�

where b0 and b1 are coefficients depending on s and x.
Consider the characteristic roots p1 and p2 satisfy the charac-

teristic equation of the matrix B�s�, which takes the form

P2 − P��k1 + �k2� + �k1
�k2 = 0 �78�

which gives

P1 = �k1 and P2 = �k2 �79�

By the Cayley–Hamilton theorem, the roots of matrix B must
satisfy Eq. �77�; thus, we have

exp�− p1x� = b0 + b1p1 �80�

and

exp�− p2x� = b0 + b1p2 �81�

By solving the above linear system of equations, we get

b0 =
1

p1 − p2
�p1e

−p2x − k2e
−p1x� �82�

and

b1 =
1

p1 − p2
�e−p1x − e−p2x� �83�

Hence, we have

exp�− B�s�x� = Lij�x,s�, i, j = 1,2 �84�

where

L11 =
1

k1 − k2
�e−�k2x�k1 − L1� − e−�k1x�k2 − L1��

L12 =
L2

k1 − k2
�e−�k1x − e−�k2x�

L22 =
1

k2 − k1
�e−�k1x�k2 − M2� − e−�k2x�k1 − M2��

L21 =
M1

k1 − k2
�e−�k1x − e−�k2x�

We can write the solution of Eq. �65� in the following form:

V̄�x,s� = LijV̄�0,s� �85�

Hence, we obtain

�̄ =
1

k1 − k2
��k1�0 − L1�0 − L2�0�e−�k2x − �k2�0 − L1�0

− L2�0�e−�k1x� �86�
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�̄ =
1

k1 − k2
��k1�0 − M1�0 − M2�0�e−�k2x − �k2�0 − M1�0

− M2�0�e−�k1x� �87�
Now, we will use the boundary conditions on the boundary plane
x=0, which is given by the following:

�1� Thermal boundary condition
We will suppose that, the boundary plane x=0 is sub-

jected to a thermal shock as follows:

��0,t� = �0 = �0
0H�t� �88�

where H�t� is called the Heaviside unite step function and
�0

0 is constant.
By using Laplace transform as we defined before, we get

�̄�0,s� = �̄0 =
�0

0

s
�89�

�2� Mechanical boundary condition
We will consider that the boundary plane x=0 traction

free, so we have

��0,t� = �0 = 0 �90�
the above equation gives, after using the Laplace transform,
the following equation:

�̄�0,t� = �̄0 = 0 �91�
Hence, we can use conditions �89� and �91� into the Eqs.
�86� and �87� to get the solutions as follows:

�̄ =
�0

0

s�k1 − k2�
��k1 − L1�e−�k2x − �k2 − L1�e−�k1x� �92�

�̄ =
�0

0M1

s�k1 − k2�
�e−�k1x − e−�k2x� �93�

From Eq. �62�, we have

ū =
1

s2

d�̄

dx
�94�

Substituting from Eq. �85� into Eq. �86�, we get

ū =
− �0

0M1

s3�k1 − k2�
��k1e

−�k1x − �k2e
−�k2x� �95�

Those complete the solution in the Laplace transform
domain.

7 Inverse Laplace Transforms
In order to invert the Laplace transforms, we adopt a numerical

inversion method based on a Fourier series expansion in Ref. �14�.
By this method the inverse f�t� of the Laplace transform f̄�s� is

approximated by

f�t� =
ect

t1
� 1

2
f̄�c� + R1�

k=1

N

f̄	c +
ik�

t1

exp	 ik�t

t1

�, 0 � t1 � 2t

�96�

where N is a sufficiently large integer representing the number of
terms in the truncated Fourier series, chosen such that

exp�ct�R1� f̄	c +
iN�

t1

exp	 iN�t

t1

� � �1 �97�

where �1 is a prescribed small positive number that corresponds to
the degree of accuracy required. Parameter c is a positive free
parameter that must be greater than the real part of all the singu-

larities of f̄�s�. The optimal choice of c was obtained according to
the criteria described in Ref. �14�.

8 Numerical Results and Discussion
The copper material was chosen for purposes of numerical

evaluations, and the constants of the problem were taken from
Refs. �12,15� as follows:

k = 386 N/K s, �T = 1.78 � 10−5 K−1, C = 383.1 m2/K

� = 8886.73 m/s2, 	 = 3.86 � 10−10 N/m2


 = 7.76 � 10−10 N/m2, � = 8954 kg/m3, �o = 0.02 s

To = 293 K, � = 1.60861, � = 0.0104, �0
0 = 1

Figures 1–3 display the temperature distribution q, the stress dis-
tribution s, and the displacement distribution u for wide range of x

Fig. 1 The temperature distribution at t=0.2

Fig. 2 The stress distribution at t=0.2

Fig. 3 The displacement distribution at t=0.2
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�0�x�1� at a small value of time t=0.2, and it is noticed that �
has a significant effect on all the fields.

In Fig. 1, for a weak conductivity 0��=0.5�1, the particle
transports the heat to the other particle with difficulty, which
makes the particles keep the temperature within itself for a longer
time interval, which makes this curve lie above the other two
curves. For a normal conductivity �=1.0, the results coincide with
all the previous results of applications that are taken in the context
of the generalized thermoelasticity, as in Refs. �9,12,15�. For
strong conductivity �superconductivity� 1��=1.5�2, the par-
ticles transport the heat to the other particles easily and this makes
the decreasing rate of the temperature greater than the other ones.

In Fig. 2, the stress field has the same behavior as the tempera-
ture except at discontinuous points. To explain that discontinuous
points, the effect of the thermal shock on the boundary generates
a wave for small interval 0���0.19; after this another wave is
generated as a reaction of the first wave in inverse direction.

In Fig. 3, the displacement distribution has been affected by the
value of �, where the maximum point of the displacement in-
creases when the value of increases. During the same interval 0
���0.19, all the displacements increase with a very great rate
until the maximum point at x=0.19.

Figures 4–6 display the temperature distribution q, the stress
distribution s, and the displacement distribution u for wide range
of time t �0� t�0.2� at x=0.5, and it is noticed that � has sig-
nificant effects on all the fields. It is noticed that all the waves
reach the steady state depending on the value of �.

9 Conclusion
In general, we have the following system of equations that

cover four theorems.
For the equation of motion,

�
�2ui

�t2 = �Fi + �
 + 	�uj,ij + 	ui,j j − �	� + �
��

�t



,i
�98�

For the generalized heat conduction equation,

kI�−1�,ii = �C	 ��

�t
+ �o

�2�

�t2 
 + �To	 �ui,i

�t
+ no�o

�2ui,i

�t2 
 �99�

where

0 � � � 1 for weak conductivity

� = 1 for normal conductivity

1 � � � 2 for superconductivity

and no is a constant parameter.
For the constitutive equation,

�ij = 
ekkij + 2	eij − �	� + �
��

�t

 �100�

eij = 1
2 �ui,j + uj,i� �101�

The previous equations constitute a complete system of fractional
order generalized thermoelasticity. This model can be applied to
both classical generalizations, the Lord–Shulman theory �n0
=1, �0�0, �=0, �=1� and the Green–Lindsay theory �n0
=0, �0�0, ��0, �=1�, as well as to the coupled theory ��0
=�=0, �=1�.

Nomenclature
� � the mass density
c � the concentration
� � the diffusion conductivity
C � the specific heat
k � the thermal conductivity
qi � the heat flux components
T � the temperature

�o � the relaxation time

 ,	 � Lame’s constants

ui � the displacement component
Fi � the body force component
� � �T−To� is the increment of the dynamical

temperature
To � the reference temperature
�T � the thermal expansion coefficient

Fig. 4 The temperature distribution at x=0.5

Fig. 5 The stress distribution at x=0.5

Fig. 6 The displacement distribution at x=0.5
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ij � the Kronecker delta symbol
�ij � the stress tensor such that
eij � the strain tensor
� � the entropy increment
c0

2 � �2	+
� /�
� � � /�C
� � �T0 / �
+2	�
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Determination of Time-Delay
Parameters in the Dual-Phase
Lagging Heat Conduction Model
The study of thermal transport based on the dual-phase lagging model involves not only
the well known thermal properties but also two additional time parameters. Those pa-
rameters permit to take into account the thermal inertia and the microstructural interac-
tions of the media in such a way that they establish the nonsimultaneity between tem-
perature changes and heat flux. In the dual-phase lagging model, heat transport
phenomena are extremely sensitive not only to the size of each time parameter but also to
the relative size of them. In order to obtain useful and reliable results, it is important to
develop methodologies for the determination of those time parameters. Additionally it is
necessary to count with tools that allow evaluating easily the sensitivity of the tempera-
ture and heat to the changes in those time parameters. In this work, a system formed by
a semi-infinite layer in thermal contact with a finite one, which is excited by a modulated
heat flux, is studied. When the thermal effusivities of the layers are quite different, it is
shown that a frequency range can be found in which the normalized amplitude and phase
of the spatial component of the oscillatory surface temperature show strong oscillations.
This behavior is used to obtain explicit formulas for determining simultaneously the time
parameters as well as additional thermal properties of the finite layer, under the frame-
work of the dual-phase lagging model of heat conduction. The limits of the corresponding
equations for single-phase lagging models of heat conduction are also discussed.
�DOI: 10.1115/1.4000748�

Keywords: dual-phase lagging model, time delays, layered system, heat conduction

1 Introduction
Heat conduction has been studied traditionally using the classi-

cal Fourier law, which is supported by extensive and successful
results in agreement with experimental data for most of the ana-
lyzed experimental conditions �1,2�. However, in situations in-
volving very short times, high heat fluxes, and very low tempera-
tures, the validity of the Fourier approach has been questioned
�3–5�. The main objection comes from the fact that the Fourier
law predicts an infinite speed of heat propagation, in such a way
that a thermal disturbance in any part of a medium results in an
instantaneous perturbation anywhere else in the sample �4�. The
origin of this fundamental problem is due to the fact that the
Fourier law establishes that when a temperature gradient �heat
flux� at time t is imposed, the heat flux �temperature gradient�
starts instantaneously at the same time t. In this way, the heat flux
and the temperature gradient are simultaneous and therefore there
is no difference between the cause and the effect of the heat flow.
Considering that heat transport is due to microscopic motion and
collisions of electrons and phonons, it can be inferred that the
condition on the velocity of heat transport in the Fourier law can-
not be sustained �3–5�.

Different models have been developed to surmount the limita-
tions of the Fourier approach, the simplest one was suggested by
Cattaneo �6� and independently by Vernotte �7�. It consists in
modifying the Fourier law, considering the finite propagation
speed of heat. This hypothesis is incorporated in the heat flux
equation by means of the parameter �, known as the thermal re-
laxation time for the heat flux. Using the energy conservation
equation, a hyperbolic heat conduction equation with a second
order time derivative of the temperature is obtained �5�. This

equation is known as the Cattaneo–Vernotte �CV� equation and
predicts a wave-like behavior for heat transport. Although the CV
equation removes the paradox of infinite speed of heat propaga-
tion predicted by the Fourier law, it still establishes an instanta-
neous response between the temperature gradient and the energy
transport �8�. Furthermore, it establishes that the temperature gra-
dient is always the cause and the heat flux the effect in the process
of heat transport.

To surmount the drawbacks of the CV equation, the dual-phase
lagging �DPL� model was proposed by Tzou �8,9�. This model
establishes that either the temperature gradient may precede the
heat flux or that the heat flux may precede the temperature gradi-
ent. This approach has been used to study a wide variety of physi-
cal systems, from layered systems �10–13�, structures with non-
linear boundary conditions �14�, thermoelastic vibration �12�, etc.

The DPL model is based on the hypothesis that the heat flux
equation can be written in the form

q�x,t + �q� = − k
�T�x,t + �T�

�x
�1�

where x is the spatial coordinate, t is the time, q�W /m2� is the
heat flux, T�K� is the absolute temperature, k�W /m K� is the ther-
mal conductivity, �q is the phase lag of the heat flux, and �T is the
phase lag of the temperature gradient. For the case in which �q
��T, the heat flux �effect� established across the material is a
result of the temperature gradient �cause�; while for �q��T, the
heat flux �cause� induces the temperature gradient �effect�. Ac-
cording to Eq. �1�, the temperature gradient established at a point
x of the material at time t+�T corresponds to the heat flux at the
same point at time t+�q, being t the time at which the energy
conservation is imposed. The time delay �q has been interpreted as
the relaxation time due to the fast-transient effects of thermal
inertia while the time delay �T has been interpreted as the time
required for the thermal activation in microscale, caused by the
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microstructural interactions such as electron-phonon interaction or
phonon scattering �5,8,9�. The DPL model has been shown to be
admissible by the second law of extended irreversible thermody-
namics �8� and by the Boltzmann transport equation �15�.

Assuming that the time delays �q and �T are much shorter that
the typical response time in a transient process ��q ,�T� t�, Eq. �1�
can be approximated by a first order Taylor series expansion, as
follows �12�:

q�x,t� + �q

�q�x,t�
�t

= − k� �T�x,t�
�x

+ �T

�2T�x,t�
�t � x

� �2�

After dividing Eq. �2� by �q, multiplying it by the factor et/�q

and integrating both sides from −� to t, the expression for the heat
flux is

q�x,t� = −
k

�q
e−t/�q�

−�

t � �T�x,��
�x

+ �T

�2T�x,��
�� � x

�e�/�qd� �3�

Equation �3� establishes that the heat flux at a time instant t
depends on the history of the temperature gradient established in
the whole time interval from −� to t. This indicates that the heat
flux has thermal memory, consequence of the finite value of the
phase lag �q. In this way, Eq. �3� predicts a dependence of the time
path of the temperature gradient rather than an instantaneous re-
sponse predicted by the Fourier law.

In order to uncouple the variables q and T, Eq. �1� has to be
combined with the energy conservation equation established at
time instant t, given by �1�

�q�x,t�
�x

+ �c
�T�x,t�

�t
= S�x,t� �4�

where ��kg /m3� is the density, c�J /kg K� is the specific heat of
the medium, and the source term S�W /m3� represents the rate per
unit volume at which the heat flux is generated. Combining Eqs.
�2� and �4� and assuming constant thermal properties, the DPL
heat conduction equation is obtained �8–11�

�2T�x,t�
�x2 + �T

�3T�x,t�
�t � x2 −

1

�

�T�x,t�
�t

−
�q

�

�2T�x,t�
�t2

= −
1

k
�S�x,t�

+ �q

�S�x,t�
�t

	 �5�

where �=k /�c is the thermal diffusivity of the involved material
�1�. Equation �5� constitutes a generalized or unified equation that
reduces to the hyperbolic heat conduction equation �based on the
CV equation� when �T=0 �4� and to the parabolic heat conduction
equation �based on the Fourier law� when �q=�T=0 �5,8,9�. For
the case when �q��T, Eq. �5� is of the parabolic type and there-
fore establishes a non wave-like heat conduction equation which
predictions differ from the usual diffusion behavior predicted by
the Fourier law. On the other hand, for �q��T, Eq. �5� is of the
hyperbolic type and predicts wave-like thermal signals, predomi-
nantly �5�. Both of the time phase lags are treated as intrinsic
thermal properties of the material and therefore the application of
a heat flux �temperature gradient� at the boundary does not guar-
antee the precedence of the heat flux �temperature gradient� to the
temperature gradient �heat flux�.

The DPL model depends crucially on the time delays involved;
however, experimental or theoretical methodologies permitting to
determine such quantities are scarce �8,16�. It is therefore impor-
tant to explore the DPL effects on the temperature and from them
to establish methodologies to measure or constrain the time-delay
parameters �17�. For modulated heat sources, it could be expected
that the advantages found in photothermal science in the analysis
of thermal depth profiles using the Fourier law can also arise
when the same kind of heat sources are used with the DPL heat
conduction equation �18–21�.

In this paper, heat transport governed by DPL model, in a sys-
tem formed by a finite layer in thermal contact �22,23� with a
semi-infinite layer of a different material is analyzed when the
first layer is excited with a periodic heat source, in such a way that
the heat flux is specified in one of its faces. A normalization pro-
cedure of the photothermal signals is performed in order to ana-
lyze the behavior of the normalized amplitude and phase of the
temperature with the modulation frequency. It is shown that this
procedure provides general equations, useful in determining both
time delays involved in the DPL model. Approximations on those
equations and the simultaneous determination of both phase lags
as well as additional thermal properties of the finite layer are
discussed.

2 Formulation of the Problem and Solution
Let us consider the configuration shown in Fig. 1, in which the

system is excited at the surface x=0, with a modulated heat source
at frequency f . This situation can be fulfilled when the opaque
surface of a material is uniformly illuminated by a laser light
beam of periodically modulated intensity. In this case, the heat
source is given by �22–27�

S�x,t� = I0 cos�	t�
�x� = Re�I0e
i	t�
�x� �6�

where 	=2�f , Re��� stands for the real part of �, 
�x� is the Dirac
delta function, which guarantees that the electromagnetic energy
is converted into heat at the surface x=0, and I0=F��1−R��I, F
being a parameter determined by the optical, thermal, and geomet-
ric properties of the first layer, � is the efficiency at which the
absorbed light is converted into heat, R� is the reflection coeffi-
cient of the surface at x=0 and I�W /m2� is the intensity of the
light beam. Considering that the sample is uniformly illuminated
with a fixed light source, the factor I0 can be taken as nearly
constant and independent of the modulation frequency as it is
usually assumed in similar problems �22–27�. For this heat source,
the temperature at any point of the sample is given by

T�x,t� = Tamb + Tac�x,t� �7�

where Tamb corresponds to the ambient temperature and Tac�x , t�
=Re��x�ei	t� is the periodic component of the temperature, due
to the harmonic form of the heat source �Eq. �6��. From now on,
the operator Re�� will be omitted, taking into account the conven-
tion that the real part of the expressions of the temperature must
be taken to obtain physical quantities. Our attention will be fo-
cused on the spatial component of the oscillatory part of the tem-
perature ��x��, due to the fact that it is the quantity of interest in
lock-in and similar detection techniques.

Inserting Eq. �7� into Eq. �5� and considering that there are not
any internal heat sources, for x�0, the general solution of Eq. �5�
for �x� is given by

�x� = Bepx + Ce−px �8�

where B and C are two constants that depend on the boundary
conditions of the particular problem and p is given by

Fig. 1 Schematic diagram of the analyzed system, with
k ,� ,�q ,�T and k0 ,�0 ,�q0 ,�T0 being the thermal conductivity,
thermal diffusivity, phase lag of the heat flux vector, and the
phase lag of the temperature gradient of the finite and semi-
infinite layers, respectively. The excitation heat source is ap-
plied at x=0.

061302-2 / Vol. 132, JUNE 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



p =
 i	

�

1 + i	�q

1 + i	�T
=

� + i�

�
�9a�

� =
2�

	
=
 �

�f
�9b�

� =

�1 + �	�q�2��1 + �	�T�2� − 	��q − �T�
1 + �	�T�2 �9c�

� =

�1 + �	�q�2��1 + �	�T�2� + 	��q − �T�
1 + �	�T�2 �9d�

It is important to observe that for low frequencies such that
	�q ,	�T�1; both parameters � and � tend to the unity and the
parameter p approaches to its classical value pc= �1+ i� /�
�22–24�. On the other hand, for high frequencies such that
	�q ,	�T�1; both parameters � and � tend to 
�q /�T and the
parameter p→
�q /�Tpc. These results indicate that the tempera-
ture �x� predicted by the Fourier and DPL models would be
similar for the high and low frequency regimes. Furthermore, for
�q=�T, it is found that for any frequency �=�=1, and therefore
the results predicted by the DPL model must have the same be-
havior as the ones predicted by the Fourier law.

Considering that there is a thermal resistance R�m2 K /W� at the
interface of the layers �23,25�, the boundary conditions obtained
from the usual requirement of temperature discontinuity and heat
flux continuity at the interface x= l are given by

�x−� − �x+� = Rk�x+�
1 + i	�T

+

1 + i	�q
+

d�x+�
dx

�10a�

k�x−�
1 + i	�T

−

1 + i	�q
−

d�x−�
dx

= k�x+�
1 + i	�T

+

1 + i	�q
+

d�x+�
dx

�10b�

where the superscripts “+” and “−” indicate that the limit x→ l is
taken from the right and left of the point x= l, respectively. The
form of the Eq. �10b� may be derived using Eq. �2� or �3�. Fur-
thermore, according to Eq. �6�, the boundary condition at x=0 has
the following form:

− �k
1 + i	�T

1 + i	�q

d�x�
dx

�
x=0

= I0 �11�

Using Eqs. �8�, �10a�, �10b�, and �11�, it is found that the solu-
tion for the spatial part of the thermal wave at x=0 is given by

�0� =
I0

kp

1 + i	�q

1 + i	�T

�1 + � + R�0�epl + �1 − � + R�0�e−pl

�1 + � + R�0�epl − �1 − � + R�0�e−pl �12�

where p is defined by Eqs. �9a�–�9d� for the thermal properties of
the finite layer and

� =
�0

�

1 + i	�T0

1 + i	�q0

1 + i	�q

1 + i	�T
�13a�

�0 = �0

i	
1 + i	�T0

1 + i	�q0
�13b�

with �=k /
� being the thermal effusivity of the finite layer and
�0 the corresponding one of the semi-infinite layer �28,29�. After
expressing �0� as a complex function in its polar form, both its
amplitude and phase can be obtained. Final expressions are long
and complicated, however when the ratio of the thermal effusivi-
ties of the layers is quite different from the unity, useful expres-
sions for the determination of the thermal properties can be found.

3 Analysis and Discussions
From Eqs. �12�, �13a�, and �13b�, it can be observed that �0�

depends on the phase lags of the semi-infinite layer through the
parameters � and �0. This dependence can be suppressed in the
following two limiting cases:

• Semi-infinite layer thermal effusivity much lower than the
one of the finite layer: �0 /��1

An approximate example of this case is given by a quartz
layer ��=1502.87 W s1/2 /m2 K� in contact with an air layer
��0=5.51 W s1/2 /m2 K� acting as the semi-infinite medium
�22�. In this case, from Eq. �13a�; we have that ����1 and
therefore Eq. �12� reduces to

1�0� =
I0

kp

1 + i	�q

1 + i	�T

1 + e−2pl

1 − e−2pl �14�

where it has been assumed that the time delays of each layer
are of the same order of magnitude. When �T=0 and �T0
=0 �CV model� Eq. �14� remains valid if the other time
delays ��q and �q0� are also of the same order of magnitude.

• Semi-infinite layer thermal effusivity much higher than the
one of the finite layer: �0 /��1

A good example of this case is given by a thick diamond
layer ��0=64011.33 W s1/2 /m2 K�, playing the role of
the semi-infinite layer, and a finite layer of quartz ��
=1502.87 W s1/2 /m2 K�. In this case, Eq. �13a� implies that
����1 and therefore Eq. �12� reduces to

2�0� =
I0

kp

1 + i	�q

1 + i	�T

1 − e−2pl

1 + e−2pl �15�

where the condition R��0��1 has been assumed. For time
delays of the same order, this condition is fulfilled if R
�1 / ��0


	�. For materials with thermal effusivity of the or-
der mentioned above, this would be valid for thermal resis-
tances such that R�10−5 /
	. When �T0=0 �CV model�, the
condition R��0��1 can also be satisfied when the product
	�q0 is of the order of unity.

In order to simplify Eqs. �14� and �15�, a normalization proce-
dure has been followed, in such a way that the resulting thermal
signal � only depends on the thermal properties of the first layer,
as follows:

� 
2�x = 0�
1�x = 0�

= �1 − e−2pl

1 + e−2pl	2

�16�

The normalized phase � and amplitude A of this signal are given
by

� = 2 arctan� sin�2�l/��
sinh�2�l/��� �17�

A =
sinh2��l/�� + sin2��l/��
sinh2��l/�� + cos2��l/��

�18�

3.1 Analysis of the Normalized Phase. The normalized
phase as a function of the modulation frequency is shown in Fig.
2, for two pairs of time delays ��q ,�T�= �1�10−7 s ,2�10−8 s�
and �5�10−8 s ,8�10−9 s� of the first layer, which are charac-
teristic of semiconductor materials �8,30,31�. The thickness of the
finite layer is l=10 �m and its thermal diffusivity is taken as �
=1�10−4 m2 /s. The corresponding phase predicted by the Fou-
rier law ��q=�T=0� is shown in the same figure by a dashed line.

In Fig. 2, it can be observed that for low �	�q ,	�T�1� and
high �	�q ,	�T�1� frequencies, the normalized phases predicted
by the Fourier and DPL models have the same behavior. In con-
trast, for middle-valued frequencies �	�q ,	�T�1�, where dual-
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phase effects are dominant, the DPL model predicts a remarkable
oscillatory behavior, which can be used to determine the times
delays �q and �T as well as additional thermal properties under the
framework of the DPL model. The measurement of the frequen-
cies at which the phase vanishes or when its maxima and minima
occur would allow establishing methodologies to determine si-
multaneously the time delays �q and �T of a layer of thickness l
when the thermal diffusivity � is known.

3.1.1 Zeros of the Phase. From Eq. �17�, it can be observed
that the phase vanishes at frequencies given by 2�l /�=n� with
n=1,2 ,3 , . . .. Using Eq. �9d�, it can be shown that these frequen-
cies satisfy


�1 + �	�q�2��1 + �	�T�2� + 	��q − �T�
1 + �	�T�2 =

�n

	
�19�

where �n=	c�n� /2�2, with 	c=2� / l2 being the classical cutoff
frequency of the finite layer �32,33�. Rewriting Eq. �19�, a poly-
nomial of second degree in �q and of fourth degree in �T is ob-
tained, which can be expressed as follows:

P�	,�n,�q,�T� = 0 �20�

Assuming that 	n is the frequency of the nth zero of the nor-
malized phase and 	m is the frequency of its mth zero, such that
�n�m�, the following system of equations is obtained:

P�	n,�n,�q,�T� = 0 �21a�

P�	m,�m,�q,�T� = 0 �21b�

which can be solved for �q and �T, with the constraints that they
must be positive real values and satisfy Eq. �19� for any frequency
	n with n=1,2 ,3 , . . .. These two constraints ensure that the time
phase lags �q and �T are unique for a homogeneous material. The
proof of this fact may be performed making the time displace-
ments �q→�q+ tq and �T→�T+ tT in Eq. �19� and showing that its
right-hand side remains constant if and only if tq= tT=0.

In this way, for a layer of known thickness and thermal diffu-
sivity �known cutoff frequency�, it is possible to determine its
phase lags simultaneously by finding experimentally two frequen-
cies at which the normalized phase vanishes. Notice that accord-
ing to Fig. 2, the determination of the first two frequencies at
which the normalized phase vanishes could be easier than the
other ones and therefore they could be used preferably. Of course,
the use of other frequencies 	n is also possible, which permits to
determine the time delays on different ways, testing our approach

and taking an average representative value of the time phase lags.
Note also that a convenient form of solving the system of Eqs.
�21a� and �21b� is using a numerical approach with an appropriate
software.

Calculations using modulated heat sources in DPL model have
been performed previously by Basirat and Andarwa �26�. Analyz-
ing the thermal impedance, these authors have shown that when
the ratio of the time delays �T /�q=0.1, it is convenient to perform
the measurement of the time delays at frequencies given by 	�q
�1. As can be observed in Fig. 2, the first frequencies at which
the normalized phase vanishes are given by 	��q

−1, in agreement
with the results of Ref. �26�.

It is also possible to obtain approximated analytical results for
�q and �T, observing that for any frequency 	, the first term
N1�	�=
�1+ �	�q�2��1+ �	�T�2� in the numerator of the left-hand
side of Eq. �19� is always larger than the second one, N2�	�
=	��q−�T� which tends to zero when �q→�T. In this way, Eq.
�19� can be approximated by


1 + �	�q�2

1 + �	�T�2 �
�n

	
�22�

In Fig. 3, the behavior of the functions N1�	�, N2�	�, and their
difference D�	� is shown, for values of phase lags �q=1
�10−7 s and �T=2�10−8 s, which are typical of semiconductor
materials �8,30,31�. It can be observed that for the range of
middle-valued frequencies �larger than 107 rad /s�, where the
DPL effects are clearly present; the difference D�	� increases
when the frequency grows. A similar behavior is obtained for
other values of the time delays. In this way, it can be concluded
that Eq. �22� will provide closer results to the ones obtained with
Eq. �19� for larger frequencies.

After writing Eq. �22� in a polynomial form, for a pair of fre-
quencies 	1 and 	2, and solving for the square of the phase lags,
it is found

�q
2 =

��1	1�2��2
2 − 	2

2� − ��2	2�2��1
2 − 	1

2�
��1	1�2	2

4 − ��2	2�2	1
4 �23a�

�T
2 =

	1
4��2

2 − 	2
2� − 	2

4��1
2 − 	1

2�
��1	1�2	2

4 − ��2	2�2	1
4 �23b�

Although Eqs. �23a� and �23b� were written for the first two
frequencies at which the normalized phase vanishes, they remain
valid for any other pair of frequencies at which the normalized
phase has a zero. The results given by these equations will im-
prove when larger frequencies are used.
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In order to check up how good are the numerical results ob-
tained with Eqs. �23a� and �23b� as compared with the exact val-
ues obtained with Eqs. �21a� and �21b�, the third and fourth fre-
quencies �at which according to curve 1 of the Fig. 2, the
normalized phase vanishes� were determined. These are 	3
=1.541�107 rad /s and 	4=2.165�107 rad /s. In this case, Eqs.
�23a� and �23b� give the results: �q=1.956�10−7 s and �T
=3.003�10−8 s. Comparing these values with the exact results
��q ,�T�= �1�10−7 s ,2�10−8 s�, it can be observed that, in this
case, Eqs. �23a� and �23b� provide acceptable estimates of the
order of magnitude of the phase lags �q and �T. To determine these
time delays with more accuracy, Eqs. �21a� and �21b� have to be
used.

3.1.2 Maxima and Minima of the Normalized Phase. From Eq.
�17�, it can be shown that the normalized phase has maxima and
minima at frequencies given by

��

�
	�

tan�2�l

�
	 − � �

�
	�

tanh�2�l

�
	 = 0 �24�

where the prime � �� indicates derivative with respect to the fre-
quency 	 and it was assumed that cos�2�l /���0. The transcen-
dental Eq. �24� can be solved approximately, taking into account
that according to Eqs. �9c� and �9d�, for any frequency; the pa-
rameters � and � can be approximated by

� � � �
4 1 + �	�q�2

1 + �	�T�2 �25�

Notice that according to Fig. 3, this approximation improves for
larger frequencies. Under this consideration, Eq. �24� becomes

tan��� − tanh��� = 0 �26�

where �=2�l /�, which can be expressed as


1 + �	�q�2

1 + �	�T�2 �
�

	
�27�

with �=	c�� /2�2. Notice that Eq. �27� has the same form of Eq.
�22�. Taking into account that the first two solutions of Eq. �26�
are �1=3.927 and �2=7.069, and considering that the correspond-
ing frequencies for the first two extreme value of the phase are 	1
and 	2, respectively; the solutions for the phase lags are given by
Eqs. �23a� and �23b�. In this way, it is not only possible to deter-
mine the time delays �q and �T using the zeros of the normalized
phase, but also by using the frequencies at which its extreme
values occur.

3.2 Analysis of the Normalized Amplitude. The normalized
amplitude as a function of the modulation frequency is shown in
Fig. 4, for two pairs of time delays ��q ,�T�= �1�10−7 s ,2
�10−8 s� and �5�10−8 s ,8�10−9 s� of the finite layer, which
are characteristic of semiconductor materials �8,30,31�. The thick-
ness of the finite layer is l=10 �m and its thermal diffusivity is
taken as �=1�10−4 m2 /s. The corresponding normalized ampli-
tude predicted by the Fourier law ��q=�T=0� is shown in the same
figure by dashed line.

In Fig. 4, it can be observed that for low �	�q ,	�T�1� and
high �	�q ,	�T�1� frequencies, the normalized amplitudes pre-
dicted by the Fourier and DPL models have a similar behavior. On
the other hand, for middle-valued frequencies �	�q ,	�T�1�,
where the DPL effects are dominant, the DPL model predicts a
remarkable oscillatory behavior, which can be used to determine
the time delays �q and �T in a similar form as it was done, using
the normalized phase.

3.2.1 Ones of the Normalized Amplitude. From Eq. �18�, it can
be observed that the normalized amplitude takes the unit value
�A=1� at frequencies given by sin2��l /��=cos2��l /�� or
cos�2�l /��=0, from which it is found that

�2 =
�n

	
�28�

where �n=	c��2n−1�� /4�2, with n=1,2 ,3 , . . . and 	c=2� / l2 be-
ing the classical cutoff frequency of the finite layer �32,33�. No-
tice that Eq. �28� has the same form as Eq. �19� and therefore the
former one can also be used to determine the phase lags, as it was
explained in Sec. 3.1.1.

3.2.2 Maxima and Minima of the Normalized Amplitude.
From Eq. �18�, it can be inferred that the normalized amplitude
has maxima and minima at frequencies given by solving the equa-
tion

� �

�
	�

tan�2�l

�
	 + ��

�
	�

tanh�2�l

�
	 = 0 �29�

where the prime � �� indicates derivative with respect to the fre-
quency 	 and it was assumed that cos�2�l /���0. Under the
condition expressed by Eq. �25�, Eq. �29� becomes

tan��� + tanh��� = 0 �30�

where � also satisfies Eq. �27�, through the parameter �
=	c�� /2�2. The first two solutions of Eq. �30� are: �1=2.367 and
�2=5.498, which can also be used to determine the phase lags �q
and �T in a similar form, as it was explained in Sec. 3.1.2.

3.3 Simultaneous Measurement of Thermal Properties. It
is important to mention that up to this point, our approach for the
determination of the phase lags has been based on the assumption
that some of the thermal properties, as the thermal diffusivity or
the ratio of thermal effusivities of the materials are known. In
homogeneous materials, as the individual layers analyzed in this
work, measurements in the range of low modulation frequencies,
using the parabolic approach, provide the value of the thermal
diffusivity and thermal effusivity of the materials, which could be
used in the regime of middle-valued frequencies, where the DPL
effects are dominant, for the determination of the phase lags.
However, it has been suggested that for a given material, it is
important to measure the thermal properties using a single heat
conduction model �34,35�. Therefore, it is important to establish
the thermal regime in which the experiments are performed and
only the simultaneous determination of the thermal properties and
time delays, using the same heat transport model is adequate. In
our approach, the thermal diffusivity and the time delays using the
normalized phase or amplitude spectra can be determined using
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Eq. �17� or �18�. The thermal effusivity can then be determined
using any of the non-normalized amplitudes of the signals given
by Eqs. �14� and �15�.

Since the parameter �n, appearing in the phase or amplitude
analysis, depends directly on the classical cutoff frequency 	c
=2� / l2; for each value of the number n=1,2 ,3 , . . ., Eq. �20� can
be rewritten as follows:

P�	,	c,�q,�T� = 0 �31�

Assuming that 	1, 	2, and 	3 are the frequencies of the first
�n=1�, the second �n=2�, and the third �n=3� zero �one� of the
normalized phase �amplitude�, respectively; using Eq. �31�, the
following system of equations is found:

P�	1,	c,�q,�T� = 0 �32a�

P�	2,	c,�q,�T� = 0 �32b�

P�	3,	c,�q,�T� = 0 �32c�

which can be solved for �q, �T, and 	c, using an appropriate soft-
ware and with the constraints that they must be positive real val-
ues and satisfy Eq. �19� for any frequency 	n. The thermal diffu-

sivity can then be determined with the relation �=	cl
2 /2. In this

way, for a layer of known thickness, it is possible to determine its
phase lags and thermal diffusivity simultaneously by finding ex-
perimentally three frequencies at which the normalized phase
�amplitude� vanishes �takes the unit value�. It is also possible to
obtain approximated analytical formulas for �q, �T, and � in a
similar form, as was done in Sec. 3.1.1 for the time delays �q and
�T only. Notice that Eq. �22�, which is valid for the zeros �ones� of
the normalized phase �amplitude� can be written in a polynomial
form as follows:

�n
2	c

2 + ��n	�2�	c�T�2 − 	2�q
2 = 1 �33�

where

�n =
1

	
��n�/2�2, � = 0

��2n − 1��/4�2, A = 1
� �34�

Now, writing Eq. �33� for the frequencies 	1, 	2, and 	3 at
which the normalized phase �amplitude� has its first �n=1�, sec-
ond �n=2�, and third �n=3� zero �one�, respectively, it is found a
system of three equations, whose solutions for �q, �T, and �
=	cl

2 /2 are

�q =
 ��1�2�2�	2
2 − 	1

2� − ��1�3�2�	3
2 − 	1

2� + ��2�3�2�	3
2 − 	2

2�
�	1	2�2�3

2��2
2 − �1

2� − �	1	3�2�2
2��3

2 − �1
2� + �	2	3�2�1

2��3
2 − �2

2�
�35�

�T =
 	3
2��2

2 − �1
2� − 	2

2��3
2 − �1

2� + 	1
2��3

2 − �2
2�

�	1	2�2��2
2 − �1

2� − �	1	3�2��3
2 − �1

2� + �	2	3�2��3
2 − �2

2�
�36�

� =
l2

2

 �	1	2�2��2

2 − �1
2� − �	1	3�2��3

2 − �1
2� + �	2	3�2��3

2 − �2
2�

�	1	2�2�3
2��2

2 − �1
2� − �	1	3�2�2

2��3
2 − �1

2� + �	2	3�2�1
2��3

2 − �2
2�

. �37�

Equations �35�–�37� remain valid when other frequencies, at
which the normalized phase �amplitude� vanishes �takes the unit
value� are used, improving their predictions for larger frequencies.
In order to test how good numerical results for the phase lags and
thermal diffusivity are provided by Eqs. �35�–�37�, the second,
third, and fourth frequencies at which, according to the curve 1 of
the Fig. 2 �Fig. 3�, the normalized phase �amplitude� vanishes
�takes the unit value� were determined. For the normalized phase
it is found that 	2=9.470�106 rad /s, 	3=1.541�107 rad /s,
and 	4=2.165�107 rad /s. For these frequencies, using Eqs.
�34�–�37�, it is found that �q=1.480�10−7 s, �T=2.599�10−8 s,
and �=8.019�10−5 m2 /s. On the other hand, for the normalized
amplitude, the corresponding frequencies are 	2=6.536
�106 rad /s, 	3=1.242�107 rad /s, and 	4=1.848�107 rad /s.
For these values, Eqs. �34�–�37�, give that �q=1.533�10−7 s,
�T=2.724�10−8 s, and �=8.205�10−5 m2 /s. In both cases, it
can be observed that these results provides reasonable estimations
of the exact values of the corresponding thermal properties ��q
=1�10−7 s, �T=2�10−8 s, and �=1�10−4 m2 /s�. In addition,
if better results are required, higher frequencies must be used or
the system of Eqs. �32a�–�32c� can be solved. It is also important
to note that Eqs. �35�–�37� remain valid when using two frequen-
cies at which the normalized phase vanishes and one frequency at
which the normalized amplitude takes the unit value or vice versa.

After determining the phase lags �q and �T, and the thermal
diffusivity �, using Eqs. �32a�–�32c� or Eqs. �33�–�37�; additional
thermal properties can be determined through the non-normalized
signals given by Eq. �14� or �15�. For the case of the first one �for
example� its amplitude A1 and phase �1 are given by

A1 =
I0

�
	

4 1 + �	�q�2

1 + �	�T�2
sinh2��l/�� + cos2��l/��
sinh2��l/�� + sin2��l/��

�38�

�1 = −
�

4
+

1

2
arctan� 	��q − �T�

1 + 	2�q�T
� − arctan� sin�2�l/��

sinh�2�l/���
�39�

After determining the time delays �q and �T, the thermal diffu-
sivity can also be found ��=
2� /	� using Eq. �39�, measuring
the phase �1 for any frequency 	 or for a set of them to obtain a
better average result. After determining �q, �T, and the thermal
diffusivity �; the thermal effusivity � can be calculated using Eq.
�38�, measuring the amplitude A1 for any frequency 	 or for a set
of them to get a better average result. Finally, the thermal conduc-
tivity can also be determined using the relation k=�
�.

3.4 Behavior of the Thermal Spectra for Different Time
Delays. In this section, the graphical behavior of the normalized
phase and amplitude as a function of the modulated frequency,
when �q��T, �q��T, and �q→�T is analyzed.

3.4.1 Behavior of the Normalized Phase. The normalized
phase as a function of the modulation frequency is shown in Fig.
5�a� for the case �q��T and in the Fig. 5�b� for the case �q��T.
The corresponding normalized phases predicted by the Fourier
law ��q=�T=0� are shown in the same figures by dashed lines.

In Fig. 5�a� ��q��T�, four remarkable characteristic of the nor-
malized phase can be observed. First, for �T�0 �DPL model� the
normalized phase has an attenuated oscillatory behavior that re-
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duces to the prediction of the Fourier law, for high frequencies
�	�q ,	�T�1�. Second, the size of these oscillations is larger
when the difference of the time delays increases. Third, in the
extreme case where �q=�T, the normalized phase predicted by the
DPL model reduces to the one predicted by the parabolic model;
as it was expected. Fourth, for �T=0 �CV model, line 1� the nor-
malized phase presents a nonattenuated oscillatory behavior, for
high frequencies �	�q�1�. This constitutes one of the main dif-
ferences with the DPL model and can be used to obtain analytical
formulas to measure the thermal relaxation time �=�q when �T
=0. Notice that for 	��1 and an approximation of first order in
�	��−1, Eq. �17� reduces to

� = 2 arctan� sin�2	�a�
sinh�a� � �40�

where a= l /
��. Looking at the oscillatory term in Eq. �40�, it can
be observed that the maxima and minima of the normalized phase
are given by

�max = 2 arctan� 1

sinh�a�� �41a�

�max = − 2 arctan� 1

sinh�a�� �41b�

which occurs at the following modulation frequencies:

fn =
1

2l

�

��n +
1

4
, � = �max

n −
1

4
, � = �min

� �42�

where fn=	n /2� , n=1,2 ,3 , . . .. Equations �41a�, �41b�, and �42�
agree with the results presented in Ref. �36�. In this way, the
measurement of the maximum and minimum values of the ampli-
tude as well as the frequencies at which they occur, would allow
to determine simultaneously the thermal relaxation time � and the
thermal diffusivity ��a= l /
��� of a layer of thickness l, by solv-
ing the system of Eqs. �41a�, �41b�, and �42� for some maximum
or minimum. The simultaneous measurement of additional ther-
mal properties under the framework of the CV model, using a
similar methodology is also possible �36�.

In Fig. 5�b� ��q��T�, it can be observed that the normalized
phase presents a highly attenuated oscillatory behavior for any of
the three curves that belongs to the DPL model. This is due to the

fact that for �q��T, the DPL equation of heat conduction �Eq. �5��
is of the parabolic type, whose behavior is similar to the one
predicted by the Fourier law.

3.4.2 Behavior of the Normalized Amplitude. The normalized
amplitude as a function of the modulation frequency is shown in
Fig. 6�a� for the case �q��T and in Fig. 6�b� for the case �q
��T. The corresponding normalized amplitudes predicted by the
Fourier law ��q=�T=0� are shown in the same figures by dashed
lines.

In Fig. 6�a�, it can be observed that the normalized amplitude
presents a similar behavior of the normalized phase for different
time delays under the constraint �q��T. For �q��T �see Fig.
6�b��, the normalized amplitude has a strongly attenuated oscilla-
tory behavior, which was expected, because in this case Eq. �5� is
of parabolic type.

For CV model, in which �=�q and �T=0, the oscillations of the
normalized amplitude can be used to measure the thermal relax-
ation time, by noting that for 	��1 and for a first order approxi-
mation in �	��−1, Eq. �18� becomes

A =
sinh2�a/2� + sin2�	�a�
sinh2�a/2� + cos2�	�a�

�43�

where a= l /
��. Notice that the maxima and minima of the nor-
malized amplitude are given by

Amax =
sinh2�a/2� + 1

sinh2�a/2�
= coth2�a/2� , �44a�

Amin =
sinh2�a/2�

sinh2�a/2� + 1
= tanh2�a/2� , �44b�

which occur at the following modulation frequencies:

fn =
1

2l

�

� �n +
1

2
, A = Amax

n, A = Amin
� �45�

where fn=	n /2� , n=1,2 ,3 , . . .. Equations �44a�, �44b�, and �45�
agree with the results obtained in Ref. �36�. In this way, the mea-
surement of the maxima and minima values of the amplitude as
well as the frequencies at which they occur, would allow to deter-
mine the thermal relaxation time � and the thermal diffusivity �,
such as it was explained in Sec. 3.4.1 for the case of the normal-
ized phase.

Fig. 5 Frequency dependence at x=0 of the normalized phase of the temperature. The
dashed line corresponds to the parabolic model and the solid lines to the DPL one, for three
pairs of phase lags. „a… „�q ,�T…1= „7Ã10−8 s,0…, „�q ,�T…2= „7Ã10−8 s,1Ã10−9 s…, and
„�q ,�T…3= „7Ã10−8 s,1Ã10−8 s…; and „b… „�q ,�T…1= „0,7Ã10−8 s…, „�q ,�T…2= „1Ã10−9 s,7
Ã10−8 s…, and „�q ,�T…3= „1Ã10−8 s,7Ã10−8 s…. In both cases the thickness of the finite
layer is l=10 �m and its thermal diffusivity is taken as �=1Ã10−4 m2/s.
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It is important to mention that the presented methodology is
useful when the interface thermal resistance between the layers is
sufficiently small to satisfy the condition R��0��1. Our approach
considers that when the thermal effusivities of the layers are quite
different, the amplitude and phase of the spatial part of the oscil-
latory surface temperature must be independent of the thermal
properties of the semi-infinite layer. If the interface thermal resis-
tance does not satisfy the condition R��0��1, the contribution of
the time delays �q0 and �T0, due to the semi-infinite layer cannot
be neglected; therefore the presented methodology would not be
applicable. In this sense our approach is a first approximation to
the real problem and constitutes a limiting case of a more general
formulation for the determination of the phase lags �DPL model�
or the thermal relaxation time �CV model�, as well as additional
thermal properties under the framework of these models of heat
conduction. Actually our efforts are pointed out to develop a dif-
ferent approach in order to take into account the interface thermal
resistance between the layers.

It is important to mention that the values of the time delays that
we are using in this work are the ones adequate for semiconduc-
tors and metals �30�. In contrast, for granular or porous systems
these phase lags are expected to be larger �8,30� and the determi-
nation of the time delays using our methodology could be done
for lower modulation frequencies and therefore an easier task than
in the case of metals.

4 Conclusions
The heat transport governed by DPL model, in a system formed

by a finite layer in thermal contact with a semi-infinite layer is
studied. The process is induced by a modulated heat flux applied
to the finite layer. It has been shown that, in contrast to the pre-
dictions of the parabolic model, remarkable oscillations of the
normalized amplitude and phase of the spatial component of the
surface temperature are obtained for middle-valued frequencies,
where DPL effects are dominant. The experimental observation of
these oscillations would constitute an unmistakable characteristic
of DPL behavior of the materials. Furthermore, it has been shown
that these oscillations can be used to determine the time delays for
homogeneous layers, by solving polynomial systems of equations.
Analytical formulas have been obtained, which provide useful es-
timations of the thermal properties. Additionally, it has been
shown that our approach is useful in cases in which it is necessary
to determine simultaneously the time delays as well as additional
thermal properties of a material under the framework of the DPL
model. This work constitutes a limiting case of a more general
formulation considering more complex boundary conditions or

higher order dual-phase lagging models and therefore it could be
used as the basis for obtaining useful results for the time delays
under those approaches.

Nomenclature
a � dimensionless parameter
A � normalized amplitude, K
c � specific heat, J /kg K

D � frequency-dependent function
f � frequency, Hz
F � dimensionless parameter of normalization
I � light beam intensity, W /m2

I0 � normalized light beam intensity, W /m2

k � thermal conductivity, W /m K
l � thickness, m

N1 ,N2 � frequency-dependent functions
p � complex wave number, m−1

P � polynomial
q � heat flux, W /m2

R � interface thermal resistance
R� � reflection coefficient

Re�� � real part
S � heat source, W /m2

t � time, s
T � temperature, K
x � spatial coordinate, m

Greek Symbols
� � thermal diffusivity, m2 /s
� � dimensionless parameter
� � dimensionless parameter
� � thermal effusivity, W s1/2 /m2 K
 � spatial part of the oscillatory temperature, K
� � frequency-dependent complex parameter
� � classical thermal diffusion length, m
� � density, kg /m3

�n � frequency-dependent parameter, s
� � thermal relaxation time, s

�q � phase lag of the heat flux, s
�T � phase lag of the temperature gradient, s
� � normalized phase
	 � angular frequency

	c � classical cutoff frequency
� � normalized thermal signal

Fig. 6 Frequency dependence at x=0 of the normalized amplitude of the temperature. The
dashed line corresponds to the parabolic model and the solid lines to the DPL one, for three
pairs of phase lags. „a… „�q ,�T…1= „7Ã10−8 s,0…, „�q ,�T…2= „7Ã10−8 s,1Ã10−9 s…, and „�q ,�T…3
= „7Ã10−8 s,1Ã10−8 s…; and „b… „�q ,�T…1= „0,7Ã10−8 s…, „�q ,�T…2= „1Ã10−9 s,7Ã10−8 s…, and
„�q ,�T…3= „1Ã10−8 s,7Ã10−8 s…. In both cases the thickness of the finite layer is l=10 �m and
its thermal diffusivity is taken as �=1Ã10−4 m2/s.
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Subscripts
ac � relative to the time-dependent temperature

amb � ambient
max � maximum value
min � minimum value

0 � relative to the semi-infinite layer
n � natural number
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On the Mechanism of Pool Boiling
Critical Heat Flux Enhancement in
Nanofluids
The pool boiling characteristics of water-based nanofluids with alumina and titania
nanoparticles of 0.01 vol % were investigated on a thermally heated disk heater at
saturated temperature and atmospheric pressure. The results confirmed the findings of
previous studies that nanofluids can significantly enhance the critical heat flux (CHF),
resulting in a large increase in the wall superheat. It was found that some nanoparticles
deposit on the heater surface during nucleate boiling, and the surface modification due to
the deposition results in the same magnitude of CHF enhancement in pure water as for
nanofluids. Subsequent to the boiling experiments, the interfacial properties of the heater
surfaces were examined using dynamic wetting of an evaporating water droplet. As the
surface temperature increased, the evaporating meniscus on the clean surface suddenly
receded toward the liquid due to the evaporation recoil force on the liquid-vapor inter-
face, but the nanoparticle-fouled surface exhibited stable wetting of the liquid meniscus
even at a remarkably higher wall superheat. The heat flux gain attainable due to the
improved wetting of the evaporating meniscus on the fouled surface showed good agree-
ment with the CHF enhancement during nanofluid boiling. It is supposed that the nano-
particle layer increases the stability of the evaporating microlayer underneath a bubble
growing on a heated surface and thus the irreversible growth of a hot/dry spot is inhib-
ited even at a high wall superheat, resulting in the CHF enhancement observed when
boiling nanofluids. �DOI: 10.1115/1.4000746�

Keywords: critical heat flux, evaporating meniscus, nanofluids, nanoparticle deposition,
wetting

1 Introduction
Nucleate boiling is a highly efficient heat-transfer mode for

removing large amounts of heat at a low temperature difference.
However, a maximum value of the heat flux, known as a critical
heat flux �CHF�, exists at which nucleate boiling transitions to
film boiling, which is a very poor boiling heat-transfer regime. As
a result of the CHF phenomenon, the temperature of the heated
surface increases tremendously, thus causing serious damage to
the thermal systems. Obviously, a higher CHF is desirable. Ac-
cordingly, various techniques to enhance the boiling CHF have
been proposed and studied. Typical approaches that have been
considered include the following: �a� oxidation or selective foul-
ing of a heater surface to increase the wettability of the liquid; �b�
vibration of heaters to promote the departure of bubbles from a
heater surface; �c� coating or extending the heater surface to in-
crease the heat-transfer area; �d� heater rotation to promote bubble
departure from, and liquid deposition onto, the heater surface; �e�
fluid vibration to promote bubble departure and liquid supply; and
�f� application of electric fields to promote bubble departure from
the surface using dielectrophoretic forces to increase liquid re-
newal �1�.

A nanofluid is a colloidal suspension in which many nanosized
particles are uniformly and stably dispersed. You et al. �2� intro-
duced a new CHF enhancement approach using nanofluids and
demonstrated that adding tiny amounts �less than 0.001% by vol-
ume� of alumina nanoparticles to a conventional cooling liquid
could significantly increase the CHF up to �200%. However,

such a large CHF enhancement in nanofluids cannot be interpreted
using traditional hydrodynamic instability models. Because of its
potential for a remarkable CHF enhancement and scientific inter-
est about its mechanism, boiling heat-transfer studies for nano-
fluids have attracted considerable attention, especially those con-
cerned with the CHF.

Many experimental studies �3–5� have found that a major depo-
sition of nanoparticles occurs on the heater surface during nano-
fluid boiling. Particle type, size, concentration, and pH of the
nanofluids affected morphology of the porous deposition layer,
which seemed to be responsible for the greatest increase in CHF
�6,7�. Kim et al. �8,9� carried out pool boiling experiments with
pure water on a nanoparticle-fouled heater that was prepared us-
ing preboiling in water-based nanofluids and found that the sig-
nificant CHF increase in nanofluids could be reproduced only due
to the nanoparticle-surface deposition. The same results were re-
cently obtained by Golubovic et al. �10�. Therefore, it was sug-
gested that interfacial parameter improvements due to the nano-
particle fouling could be a key factor in the significant increase in
the nanofluid CHF. Kim et al. �11� reported that the nanoparticle-
fouled surfaces significantly improved wettability as measured by
a reduction in the static equilibrium contact angle. They based
their suggestion on a review of the prevalent CHF theories stating
that the improved wettability caused by the nanoparticle layer
could explain the CHF enhancement. Kim and Kim �12� also
found that a porous layer of nanoparticles significantly improved
the surface wettability, but noted that the effect of wettability
alone could not explain the CHF enhancement in nanofluids. Fo-
cusing on the role of the heater surface capillarity in the CHF, they
demonstrated that the liquid spreads dynamically on nanoparticle-
coated surfaces due to capillarity. They concluded that the signifi-
cant CHF enhancement of nanofluids during pool boiling is a
consequence of not only the increased surface wettability but also
the improved capillarity due to the surface deposition of nanopar-
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ticles. Liu and Liao �13� and Coursey and Kim �14� performed
pool boiling experiments of water-based and alcohol-based nano-
fluids on a plain heated surface. Both studies confirmed with the
static contact angle measurement that the nanoparticle layer
formed on the heater surface improved the wettability signifi-
cantly. Coursey and Kim �14� also showed that the surface treat-
ment, like oxidation, alone resulted in a similar CHF enhancement
to nanofluids. In summary, various previous studies suggest that
the likely CHF enhancement mechanism for nanofluids appears to
be an improvement in the ability of the fluid to wet the surface
due to the thin nanoparticle sorption layer.

On the other hand, Sefiane �15� proposed a different approach
to clarify the mechanism through which the presence of nanopar-
ticles affects the heat transfer and CHF during boiling. He showed
experimentally that the nanoparticles in the liquid promote the
pinning of the contact angle line of the evaporating meniscus and
sessile drops. He explained that the observed results were due to
the structural disjoining pressure stemming from the ordered lay-
ering of nanoparticles in the confined wedge of the evaporating
meniscus �16� and suggested that an analysis of the boiling heat
transfer of nanofluids might account for the strong effect of nano-
particles on the contact line region through the structural disjoin-
ing pressure. Wen �17� further investigated the influence of nano-
particles on the structural disjoining pressure. He calculated the
equilibrium meniscus shape in the presence of nanoparticles in
liquid and found that the vapor-liquid-solid line could be signifi-
cantly displaced toward the vapor phase in the presence of nano-
particles in liquid. Thus, he concluded that the structural disjoin-
ing pressure due to nanoparticles in liquid could significantly
increase the wettability of the fluids and inhibit the development
of dry patches, which trigger the CHF.

The preceding literature review has demonstrated that the re-
markable CHF enhancement in nanofluid pool boiling is likely
due to the improved ability of the fluid to wet the surface, though
it is not clear whether the wetting improvement is obtained by
surface wettability enhancement or structural disjoining pressure
due to the ordered layering of nanoparticles. At this stage, to un-
derstand the mechanism of the CHF enhancement in nanofluids,
the first question of interest must be whether this enhancement is
caused by the nanoparticles suspended in liquid or the nanopar-
ticles deposited on the surface. After this question is answered
clearly, we can focus on exploring the exact mechanism by which
the improved ability of the fluid to wet the surface increases the
CHF. The present work was designed to resolve these two issues.

In this paper, we introduce the results from two experimental
studies. The first is pool boiling experiments to judge whether the
nanofluid CHF enhancement is due to the nanoparticles dispersed
in the liquid �the actual nanofluid� or the nanoparticle layer de-
posited on the heater surface during boiling. For the same pur-
pose, Kim et al. �8,9� and Golubovic et al. �10� have carried out
the similar experiments on thin electrically heated metallic wires.
However, applying the electric potential to heat the thin wire can
cause nanoparticles in liquid to migrate and accumulate on the
heater surface, which is well known as the electrophoretic phe-
nomenon in electrolytes �18�. Thus, the direct electric heating
technique of the boiling surface could be suspected of the nano-
particle deposition distorting the boiling characteristics of nano-
fluids. In addition, the CHF studies on the flat plate are of impor-
tance for the practical application, as the geometries of actual
heat-transfer components in thermal systems are either a flat sur-
face or a cylinder with a large diameter, and thus boiling tests on
the flat surfaces �versus thin wires� are required. Therefore, we
decided to reinvestigate pool boiling characteristics of nanofluids
using a horizontal flat surface heated by conduction heat transfer.
Using the new experimental facility, the boiling curves for nano-
fluids on clean surfaces and for pure water on a nanofluid-
preboiled surface are obtained. As a result, a comparison of the

CHF values reveals that the CHF increase in nanofluids resulted
from the surface changes caused by the nanoparticle deposition
during nanofluid boiling.

The second experiment is a photographic investigation of a wa-
ter droplet impinging on a clean and a nanoparticle-deposited sur-
face at surface temperatures ranging from 100°C to 200°C,
which includes the temperatures at which the CHF transition oc-
curred in the pool boiling experiments with both pure water and
nanofluids. To examine the effect of the nanoparticle layer on the
ability to wet the heated surface, the behavior of the evaporating
meniscus is carefully examined by measuring the dynamic contact
angles at the edges of the droplet. The results are analyzed based
on a force balance of the evaporation vapor recoil and the surface
tension force on the steady-state evaporating meniscus. Finally,
the most plausible mechanism for the CHF enhancement during
nanofluid pool boiling is deduced based on the experimental re-
sults and their analyses.

2 Experimental

2.1 Preparation and Characterization of Nanofluids. Two
types of nanoparticle materials were used in this study: alumina
�Al2O3� and titania �TiO2�. The nanosized powders of these ma-
terials were purchased from NanoPhase Technologies Corp. �alu-
mina� and Advanced Nano Products �titania�. The average sizes of
the dry nanoparticles supplied by the vendors were 47 nm and 45
nm for alumina and titania, respectively. Water-based nanofluids
were prepared by dispersing the dry powders into de-ionized, dis-
tilled water with 3 h of ultrasonic vibration. No additives such as
dispersants or surfactants were used to stabilize the nanoparticle
suspensions because they alone can influence boiling heat transfer
significantly �19�. The nanoparticles were dried after the disper-
sion and visualized with transmission electron microscopy �TEM�
to observe their shape. As shown in Figs. 1�a� and 1�b�, the shapes
of the alumina and titania nanoparticles were spherical and po-
lygonal, respectively. The individual particle sizes seems consis-
tent with the vendor-specified particle sizes, but some larger nano-
particle clusters were observed that might have been due to
agglomerations of the individual particles in the fluid.

The thermophysical properties relevant to the boiling phenom-
ena were measured or estimated for water-based alumina and ti-
tania nanofluids with 0.01 vol % of nanoparticle concentration.
The surface tension, thermal conductivity, and viscosity of the
nanofluids were measured by means of a SenaDyne QC6000 sur-
face tensiometer �CSC Scientific�, a transient hot wire, and a
SV10 viscometer �A&D Corporation�, respectively. All the nano-
fluids properties were very close to those of pure water �within
�3%� due to the low nanoparticle concentration in the nanofluids.
Accordingly, we do not believe that the boiling phenomena were
significantly affected by changes in the thermophysical properties
of the nanofluids in this study.

2.2 Pool Boiling Apparatus. Figure 2 shows a schematic dia-
gram of the pool boiling experimental facility. It consisted of a

Fig. 1 TEM photographs of nanoparticles dried after disper-
sion into pure water: „a… alumina and „b… titania
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boiling pool, test sample, heating section, and data acquisition
system. The boiling pool, which contained either de-ionized dis-
tilled water or nanofluids, was a 150-mm-inner-diameter cylindri-
cal stainless steel chamber with a height of 200 mm. Eight car-
tridge heaters with a peak heating power of 250 W were
embedded into the wall of the chamber to preheat the working
fluid. A reflux condenser was located at the top of the chamber to
condense the phase-changed vapor into liquid. Four K-type ther-
mocouples were immersed into the pool to measure the tempera-
ture of the bulk fluid. During the experiment, the bulk temperature
was maintained at 100°C using a feedback control of the thermo-
couples and preheaters. Two glass windows were located in the
side wall of the boiling pool to visualize the boiling phenomenon
on the heater surface. The test sample for the boiling experiment
was placed at the bottom of the boiling pool. During the experi-
ment, the test sample was heated by conduction heat transfer from
the heater, which consisted of a cylindrical copper block, a con-
ductive stainless steel block, and a radiant furnace. The radiant
furnace with a peak heating power of 4 kW increased the tempera-
ture of the stainless steel block, and the thermal energy was trans-
ferred through the cylindrical copper block to the test sample via
conduction heat transfer.

2.3 Heater Design. Figure 3 shows a detailed schematic dia-
gram of the test sample and cylindrical conduction copper block.
The test sample consisted of a high-grade �99.999%� copper disk
with a thickness of 7 mm and a diameter of 20 mm, and side
insulation made of Peek high-temperature plastic with a very low
thermal conductivity ��0.5 W /m /K� relative to copper
��400 W /m /K�. The microsized crevices between the boiling
surface and side insulation are the preferred cavities of bubble
nucleation, and premature bubble nucleation from these unpredict-
able cavities severely distorts the boiling heat-transfer character-

istics, eventually resulting in poor repeatability of the boiling ex-
periments. In this regard, to prevent the nucleation of premature
bubbles and to enhance the accuracy of the experiments, the top
surface of the circular copper disk was extended to include a
0.1-mm-thick, 28-mm-diameter disk fin. This heater geometry
successfully prevented the unpredictable bubble generation
around the edge of the heater surface, as shown in Fig. 4. Such a
clear boiling phenomenon resulted in very good experimental re-
peatability for the pool boiling curves of pure water, which are
shown later in Sec. 3. A 0.5-mm-diameter K-type thermocouple
was horizontally inserted into the center of the test sample through
the Peek insulator to measure the temperature of the boiling sur-
face. The thermocouple was located 2.5 mm below the boiling
surface.

The cylindrical conduction copper block was made of high-
grade copper materials. It transferred the thermal energy from the
heating section to the test sample. The side wall of the block was
insulated with ultrahigh-temperature insulating material with a
thermal conductivity of 0.1 W/m/K. Three 0.25-mm-diameter
K-type thermocouples were horizontally embedded at the center
axial line of the cylindrical copper block and separated by gaps of
7 mm.

2.4 Measurement and Uncertainty. The heat flux and sur-
face temperature of the test sample during the experiment must be
measured to obtain the boiling curve. The heat flux was measured
using the temperature data gathered in the cylindrical conduction
copper block. We assumed that the heat loss through the insulation
was negligible in the conduction block surrounded by the thermal
insulator since the thermal conductivity of the copper was three
orders of magnitude higher than that of the insulation material.
The heat flux can be described by the one-dimensional, steady-
state conduction heat-transfer equation

q� = k
T2 − T1

�x
�1�

The surface temperature of the test sample was calculated by ex-
trapolating the measured temperature inside the sample using the
heat flux obtained by Eq. �1�

�Twall = Twall − Tsat = �T0 −
q�d

k
� − Tsat �2�

The experimental uncertainty can be represented using the method
proposed by Holman �20� as follows:

Fig. 2 Schematic diagram of the pool boiling facility

Fig. 3 Detailed design of the test heater

Fig. 4 Visualization of boiling phenomena of pure water at q�
È1300 kW/m2 on the present flat surface heater with the thin
disk fin to prevent the undesired bubble nucleation from the
heater edge
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�Twall
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�2
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q�
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+ �Ud
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The accuracy of the K-type thermocouples used in the present
experiments was �0.5°C. The maximum fabrication error of the
temperature measuring positions was 0.15 mm. In addition, an-
other important source of uncertainty in the heat flux measure-
ment was the heat conduction from the heating block to the thin
disk fin. This heat flow introduced the only positive error in the
heat flux measurement. The error due to this heat loss was evalu-
ated through a two-dimensional numerical heat-transfer analysis
for our heater geometry using the FLUENT

® commercial CFD
code. To calculate the maximum conduction heat loss, the same
boiling heat-transfer coefficient was applied to both the main boil-
ing surface and thin-fin region, even though the latter must have a
lower heat-transfer coefficient due to the steep temperature drop
on the disk. As a result, the estimated maximum heat loss through
the thin disk fin was 10.4% when the heat flux from the conduc-
tion block was 2000 kW /m2. Thus, the overall maximum uncer-
tainties in the CHF and wall superheat measurements were 12.8%
and 13.2%, respectively.

2.5 Experimental Procedure. The surface of a test sample
was uniformly polished with No. 220 sandpaper and thoroughly
rinsed with distilled water before each initial boiling test. The
arithmetic surface roughness was found to be 0.21 �m. The test
sample was mounted at the center of the bottom of the boiling
pool, and then it was mechanically clamped to the heater. Distilled
water or nanofluid was poured into the boiling pool and preheated
to 100°C using the cartridge heaters in the wall. The electric
power to the furnace of the heating section was increased slightly
until the temperature of the test sample reached the temperature of
the working fluid. Then, the AGILENT 34970A data acquisition sys-
tem was turned on to gather data from the temperature sensors.
The heat flux was stepwise increased with an average increasing
rate of 14 kW /m2 /min during the entire boiling experiment. Each
data point was gathered under the steady-state conditions of heat
flux and wall superheat. The occurrence of the CHF was detected
by a sudden increase in the temperature T0 of the thermocouple
embedded in the test sample. Just after the CHF occurred, the
experiment was stopped and the boiling pool with the test sample
was quickly disassembled from the heating section to preserve the
condition of the boiling surface at the CHF point.

3 Pool Boiling Results

3.1 Boiling Curves for Pure Water and Nanofluids. Prior to
the nanofluid tests, a set of pool boiling tests was performed in
distilled water on the copper surface to verify the procedure and
repeatability. As shown in Fig. 5, the experimental data for pure
water showed good repeatability for nucleate boiling heat transfer
and the CHF, with a scatter within �10% and �5%, respectively.
This result indicates that the basic parameters, such as the rough-
ness of the heating surface and the temperature of the bulk fluid,
were uniformly maintained. The data for the nucleate boiling re-
gion were in good agreement with the Rohsenow and Griffith �21�
correlation for a water-copper surface. The CHF values were con-
siderably higher than the prediction by the Zuber �22� correlation
for an infinite flat surface, but close to the prediction by the Hara-
mura and Katto �23� correlation for a small horizontal disk, which
included the effect of an inflow of liquid to the heater surface
from the surrounding. The present CHF results, about 13% higher
than the Haramura and Katto �23�, appear to be reasonable in light
of the heat-conduction heat loss through the thin disk fin. In ad-
dition, we carried out ad hoc tests of pure water on the 1-cm-
diameter circular heater without the extended fin and obtained the

CHF value of 1540 kW /m2, which is remarkably close to the
prediction by the Haramura and Katto �23� correlation. This result
revealed that the deviation of �13% in the CHF values was truly
due to the conduction heat loss through the increased heat-transfer
area, and thus that the CHF results obtained in the present experi-
mental study were reasonable. Accordingly, the repeatability and
reproducibility of the pool boiling facility appeared sufficient to
systemically investigate the nucleate boiling heat transfer and
CHF in nanofluids.

Figure 6 shows representative pool boiling curves for pure wa-
ter and 0.01 vol % alumina nanofluid on a copper surface. Both
fluids had almost an identical heat-transfer performance under the
natural convection regime. As the surface heat flux increased, the
onset of nucleate boiling �ONB� occurred at a similar wall super-
heat of �12°C, but the nucleate boiling heat-transfer performance
of the nanofluid was degraded when compared with pure water,
which had a higher wall superheat. However, the alumina nano-
fluid provided a �30% enhancement in the CHF above the value
of pure water, and the wall superheat at the CHF point also in-
creased significantly by 50°C: qCHF� =1740 kW /m2 at �Twall
=26°C for pure water, and qCHF� =2260 kW /m2 at �Twall
=76°C for the alumina nanofluid. The increased CHF was con-
siderably higher than the Zuber �22� correlation or the Haramura
and Katto �23� correlation predictions. It is worthwhile to mention
that the CHF values for pure water and alumina nanofluids ob-
served in the present study were remarkably close to the CHF

Fig. 5 Boiling curves for distilled water on a copper surface

Fig. 6 Boiling curves for pure water and alumina nanofluid on
a copper surface
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values obtained by Bang and Chang �4� on the rectangular plain
surface: for water and alumina nanofluids, 1740 kW /m2 and
2260 kW /m2, respectively, at 0.01 vol % in the present study
versus 1740 kW /m2 and 2300 kW /m2, respectively, at
0.5 vol % in Ref. �4�. The trends of the nucleate boiling heat
transfer and CHF for the alumina nanofluid were fairly similar to
those for the titania nanofluid, regardless of whether the heater
surfaces were made of copper or nickel-plated copper, as shown in
Figs. 7�a�–7�d�.

3.2 Nanoparticle Deposition During Nanofluid Boiling. A
nanoparticle deposit layer formed on the heater surface during the
nanofluid boiling, as shown in Figs. 8�a�–8�d�, which was consis-
tent with other nanofluid boiling studies. Many previous nanofluid
boiling experiments were carried out using an electrically heated
thin-metal wire or plate. However, the direct electric heating of

the boiling surface has been suspected as the reason for the nano-
particle deposition because the electric field generated around the
heater surface might have caused the dispersed nanoparticles to
migrate and accumulate on the electrodes �18�. Therefore, the
boiling surface used in this study was thermally heated by con-
duction without the influence of an electric field. As a result, the
nanoparticle deposition layer shown in Figs. 8�a�–8�d� must have
been due to the nanoparticle-surface interaction during the nano-
fluid boiling. Kim et al. �11� explained that the evaporation of the
microlayer with the subsequent settlement of the nanoparticles
initially contained in it was responsible for the formation of the
porous layer.

3.3 Effect of the Nanoparticle Deposition on the CHF. To
experimentally examine the effect of the nanoparticle deposition
on the CHF in pool boiling with nanofluids, two successive boil-
ing experiments were performed. First, a nanofluid pool boiling
experiment on a clean heater surface was carried out using the
same procedure as the normal boiling experiment, but the heat
flux was increased up to �90% of the CHF value for the specific
nanofluid. Next, a subsequent pool boiling experiment of pure
water on the nanofluid-boiled �or nanoparticle-fouled� surface was
conducted by changing only the working fluid from the nanofluid
to pure water. Figure 9 shows the results of the successive boiling
tests for the alumina nanofluid. The nucleate boiling initiated at
the higher wall superheat on the nanoparticle-fouled surface, and
the nucleate boiling heat transfer was considerably degraded com-
pared with that on the clean surface. However, an appreciable
CHF enhancement for pure water occurred due to the nanoparticle
layer qCHF� �2200 kW /m2 on the nanoparticle-fouled surface ver-
sus qCHF� �1740 kW /m2 on the clean surface.

Figures 10�a�–10�c� compare the boiling curves for nanofluids
on an initially clean surface and pure water on a nanoparticle-
fouled surface. On the fouled surface, the nucleate boiling initi-
ated at a higher wall superheat, and the heat-transfer rate was
lower in the low heat flux range below 1500 kW /m2. However,
the slope of the boiling curve for pure water was steeper, and thus
in the high heat flux region, the heat-transfer rate became higher
than that of the nanofluids. However, the CHF values for two
cases appeared to be close.

Fig. 7 Boiling curves for nanofluids: „a… alumina on copper, „b… titania on copper, „c…
alumina on nickel, and „d… titania on nickel

Fig. 8 SEM photographs of various copper heater surfaces:
„a… fresh, „b… water-boiled, „c… alumina nanofluid-boiled, and „d…
titania nanofluid-boiled
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For a better understanding of the influence of the nanoparticle
deposition, the comparison of the measured heat flux and wall
superheat values at the CHF points are summarized in Table 1.
Regardless of the substrate and nanoparticle material, the CHF

data for pure water on the fouled surface were within �12.4% of
the nanofluid CHF values, which is close to the maximum uncer-
tainty of the present pool boiling experiments. This observation is
identical with those of Kim et al. �8,9� and Golubovic et al. �10�
on the electrically heated thin wires though each CHF increase in
nanofluids is different due to the difference in heater geometry, as
shown in Fig. 11. Therefore, those results suggest that the CHF
increase in the nanofluids is due to the nanoparticle layer on the
heater surface. Furthermore, this conclusion is compatible with
the recent work of Kim et al. �24�, who studied pool boiling heat
transfer by quenching hot spheres into nanofluids. Their results
showed that the CHF was enhanced not in the initial quenching of
the clean sphere into the nanofluids, but in the subsequent quench-
ing of the same sphere. If the nanoparticles in liquid had played an
important role in the nanofluid CHF enhancement, the initial
quenching should have resulted in a considerable increase in the
CHF because the nanoparticles could hardly have been deposited
on the heated surface during film boiling. Based on all of the
available experimental results, we can conclude that the main
cause of the CHF increase in nanofluids appears to be the nano-
particle deposition on the heater surface that occurs during the
nucleate boiling process. That is, when dispersing a small amount
of alumina or titania nanoparticles into pure water, the boiling-
induced deposition of the nanoparticles modifies the heater sur-
face to have better properties for effectively delaying the CHF.

The wall superheat at the CHF point marked a considerable
difference between a nanofluid on a clean surface and pure water
on a fouled surface: the latter showed a 20°C lower wall super-
heat than the former. Note that this trend is exactly the same as the
results obtained by Coursey and Kim �14� in nanofluid pool boil-
ing experiments on a clean surface and pure fluid pool boiling
experiments on an oxidized surface. They explained that a surface
treatment �i.e., surface oxidation� alone resulted in a similar CHF
enhancement, but at a �20°C lower wall superheat than what was
observed using nanofluids. In the light of the present work and the
one done by Coursey and Kim �14�, another effect of nanofluids
on the wall superheat increase may exist, but it does not seem to
be directly involved with the nanofluid CHF enhancement.

An interesting phenomenon was observed in the boiling curve
for pure water on the alumina nanoparticle-fouled surface: in the
vicinity of the CHF, the wall superheat decreased as the heat flux
approached the CHF. This phenomenon is known as the inverted
boiling crisis �25�, which is occasionally observed during boiling
on a porous coating layer. Recently, Kim �26� and Chen et al. �27�
also observed this phenomenon on surfaces with titania nanopar-
ticle deposition and on a Si nanowire array, respectively. Accord-
ing to Chen et al. �27�, this phenomenon can be attributed to the
activation of submicrometer cavities on the nanoparticle-fouled
surfaces, where both microsized and nanosized cavities are ex-
pected to coexist; the surface deposition of the nanoparticles
forms submicron pores among them, and the agglomeration of the
nanoparticles generate micron-sized structures. The submicrome-
ter cavities among those need high superheat to be activated as
nucleation sites. As the heat flux approaches the CHF, the wall
superheat becomes higher than the required wall superheat. There-
fore, a large amount of submicrometer cavities can be activated
and more bubbles are produced, resulting in a decrease in the wall
superheat near the CHF. Another possible explanation for the in-
verted boiling crisis is that some deposited nanoparticles are de-
tached by the vigorous vapor generation, and then those detach-
ments not only reduce the thermal resistance of the coating but
also increase the number of the microsized cavities, which then
decreases wall superheat.

4 Evaporating Meniscus on Hot Surfaces: Effect of
Nanoparticle Deposition

The pool boiling experiments presented in Sec. 3 have shown
that the CHF enhancement in nanofluids is due to the nanoparticle
layer formed during nanofluid nucleate boiling. Therefore, the

Fig. 9 Boiling curves for preboiling of alumina nanofluids on a
fresh copper surface and subsequent boiling of pure water on a
nanofluid-boiled surface

Fig. 10 Comparison of boiling curves for nanofluids on a
fresh surface and pure water on a nanoparticle-fouled surface:
„a… alumina on copper, „b… titania on copper, and „c… titania on
nickel
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mechanism of the nanofluid CHF increase should be sought from
the surface effects due to the nanoparticle layer. The deposition of
the alumina or titania nanoparticles on a clean surface caused a
significant reduction in the static equilibrium contact angle of a
water droplet �see Figs. 12�a�–12�c��, which is consistent with the
results of other studies on the wettability of the nanoparticle layer
due to nanofluid boiling �e.g., Ref. �28��. The characterization of
the surface properties with only the static equilibrium contact
angle gives some insights; however, it is not sufficient to identify
the exact mechanism of the CHF enhancement phenomenon. In
this section, we examine how the nanoparticle deposition layer

affects the dynamic wetting behavior of a liquid meniscus evapo-
rating on a heated surface, which plays an important role in boil-
ing heat transfer. In addition, plausible mechanisms to link the
hydrophilic nanoparticle layer and CHF enhancement are dis-
cussed based on the obtained wetting experimental results.

4.1 Wetting Experiments With a Water Droplet on Hot
Surfaces. Subsequent to the boiling experiments, wetting experi-
ments with a water droplet at 22°C were performed on the water-
and nanofluid-boiled surfaces at various wall temperatures from
100°C to 200°C. The behavior of the evaporating droplets was
visualized with a high-speed camera at a sampling rate of 5000
frames/s. The dynamic contact angles of the evaporating meniscus
near the edge of the droplets were measured using the captured
high-speed images. The diameter and velocity of the impinged
droplets were estimated to be 2.8 mm and 0.4 m/s, respectively,
and thus the Weber number was 6.2.

Figure 13 shows droplets evaporating on a clean copper surface
at three values of wall temperature Twall. At Twall=120°C, the
surface temperature was 20°C above the boiling point of water.
The impinged droplet oscillated on the surface during an initial
period soon after the impact, and then stabilized with a constant
contact angle. Stable evaporation of the liquid took place on the
edges of the stabilized droplet. At Twall=140°C, many bubbles
nucleated within the liquid and evaporation near the contact line
became intensive. However, the evaporating meniscus was stable
during the evaporation process. When Twall was raised to 160°C,
the evaporating meniscus receded toward the liquid, causing a
significant increase in the contact angle.

The instantaneous contact angles of the evaporating meniscus
with the surface temperature are shown in Figs. 14�a� and 14�b�.
Extracting a single representative dynamic advancing or receding
contact angle from a fast evaporating droplet appeared to be arbi-
trary. Instead, we present all contact angle measurement results
during the entire evaporation process of a droplet before levitation
occurs. As a result, the contact angles at specific surface tempera-
tures had large scatter due to oscillation of the impinged droplet
and the consequent wave of the liquid-vapor interface. However, a
clean distinction was observed below and above the temperature
at which the evaporating meniscus suddenly receded toward the
liquid on the heated surface. For Twall�150°C, the evaporating
meniscus showed contact angles in the range from 20 deg to 100
deg. When the surface temperature was 150°C, the contact angle
dramatically jumped to the range between 110 deg and 140 deg.
Such a large jump in contact angle, known as the vapor cutback
phenomenon �29�, was caused by the rapid receding motion of the
liquid-vapor interface to liquid. This phenomenon is attributed to
vapor recoil force due to evaporation at the liquid-vapor interface.
The intense evaporation on a heated surface exerts a vapor recoil
pressure on the meniscus as a result of the momentum transfer
from the escaping molecules. The pressure is correspondingly

Table 1 Heat flux and wall superheat at the CHF points during nanofluid boiling on a clean
surface and pure water boiling on a nanoparticle-fouled surface. „The average CHF values of
pure water were 1710 kW/m2 for copper and 1690 kW/m2 for nickel, respectively. The values
in parenthesis indicate the enhancement above the CHF values of pure water on the same
substrate material.…

Substrate Nanoparticle

Nanofluids on a clean surface Pure water on a fouled surface

qCHF�
�kW /m2�

�Twall
�K�

qCHF�
�kW /m2�

�Twall
�K�

Copper Alumina 2400 �1.40� 67 2640 �1.51� 45
2280 �1.33� 60 2170 �1.27� 46
2260 �1.32� 76 2240 �1.31� 31

Titania 2410 �1.41� 76 2240 �1.31� 57
Nickel Alumina 2185 �1.29� 72 N/A N/A

Titania 2260 �1.34� 77 2300 �1.36� 57

Fig. 11 Influence of the nanoparticle deposition in CHF in-
creases in water-based alumina nanofluids. The average par-
ticle sizes were 47 nm in the present study and in Ref. †9‡, and
46 nm in Ref. †10‡. The filled and open symbols indicate the
nanofluid tests on the fresh surfaces and the water tests on the
alumina nanoparticle-fouled surface, respectively.

Fig. 12 Static contact angles of a water droplet on „a… a water-
boiled surface, „b… an alumina nanoparticle-fouled surface, and
„c… a titania nanoparticle-fouled surface
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stronger near the contact line since the mass flux of evaporation is
stronger in this region �30�. The nonuniform pressure distribution
causes the meniscus to stand up and quickly recede toward the
liquid along the heated surface �31�.

The droplets impinged on a nanoparticle-deposited surface with
surface temperatures ranging from 140°C to 200°C are shown in
Fig. 15. The wetting phenomenon on the nanoparticle-fouled sur-
face appeared to be quite different from that on the copper sur-
face. The evaporation meniscus had smaller contact angles within
a narrower scattering range: �ave�30 deg with a scattering range
between 10 deg and 50 deg on the nanoparticle-fouled surface
versus �ave�60 deg between 20 deg and 100 deg on the clean
surface �see Figs. 16�a� and 16�b��. At the initial moment of con-
tact, the advancing contact angle of the spreading meniscus was
remarkably small: �30 deg on the fouled surfaces versus
�100 deg on the clean surface. Its maximum spreading diameter
was approximately two times larger. At Twall=160°C, the surface
temperature was 60°C above the boiling point of water. The
evaporating meniscus at the edges of the droplet was quite stable,

while the meniscus on the clean surface showed a jump in contact
angle. When Twall was raised to 180°C and 200°C, more and
more bubbles were nucleated in the liquid, and the shape of the
liquid-vapor interface was severely distorted due to the departing
bubbles. The evaporating meniscus on the alumina nanoparticle-
fouled surface seemed to recede at 190°C, resulting in a contact
angle jump; however, a decisive transition was not observed. As a
result, the contact angle jump observed on the clean surfaces near
150°C was not found on the nanoparticle-fouled surfaces even at
200°C, which is higher than the CHF point temperatures in pool
boiling of nanofluids. The significant subcooling ��78 K� of the
impinging water droplet might be a reason to delay the vapor
cutback phenomenon to the higher temperature, e.g., the contact
angle jump on a clean surface was observed at 150°C, which is
obviously higher than the CHF point temperature of pure water
127°C at the pool boiling experiments. Therefore, the contact line
jump on the fouled surface is likely to be observed at the higher
surface temperature. However, the maximum allowable tempera-

Fig. 13 Wetting of a water droplet on a water-boiled copper
surface at 120°C, 140°C, and 160°C

Fig. 14 Contact angle of a liquid meniscus evaporating on water-boiled
surfaces: „a… copper and „b… nickel

Fig. 15 Wetting of a water droplet on a titania nanoparticle-
fouled copper surface at 140°C, 160°C, 180°C, and 200°C
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ture of the plastic insulating material used on the heater specimen
was about 200°C and thus the temperature range explored in this
study was limited.

4.2 Relationship Between the Nanoparticle Deposition and
Stability of the Evaporating Meniscus. To interpret the wetting
experimental data, we shall consider a steady-state evaporating
meniscus on a heated surface. Two dominant forces play a key
role in interpreting the behavior of the evaporating meniscus: the
evaporation recoil force, which drives the meniscus to recede, and
the surface tension force, which drives the liquid to flow into the
meniscus. The evaporation recoil force on the meniscus can be
evaluated as a dynamic pressure �32�

FV � 1
2�vUv

2 �5�

where Uv is related to the heat flux q�, vapor density, and latent
heat of evaporation as follows:

UV = q�/��vhlv� �6�
Wang et al. �33� obtained an analytical solution for the total heat
transfer in a liquid meniscus evaporating on a heating surface

qt =�2Ahlvhe�Twall − Tv�
v

ln� kl

he�0
+ 1� �7�

where A is the dispersion constant, he is the evaporative heat-
transfer coefficient, and �o is the nonevaporating region thickness.
Using Eqs. �5�–�7�, the vapor recoil force exerted on an evaporat-
ing meniscus is approximately

FV �
Ahe�Twall − Tv�

v�vhlv
ln� kl

he�0
+ 1� �8�

The surface tension force is the counterforce of the evaporation
recoil force and holds the liquid meniscus in place. The force is
due to surface tension and interfacial curvature R �32�

Fs = �/R �9�
According to Kim et al. �11�, the average radius of curvature of
the meniscus with the contact angle can be estimated as

R =� �

g��l − �v�
/�1 −

sin �

2
−

	/2 − �

2 cos �
�10�

The evaporation recoil force increases linearly proportional to the
wall superheat. The surface tension force is determined by the
interfacial curvature of the meniscus, which is associated with the
contact angle �or surface wettability�. When the evaporation recoil
force becomes larger than the surface tension force, the liquid
meniscus near the contact line suddenly recedes, causing a dra-
matic jump in contact angle.

In our wetting experiments, the evaporating meniscus was
stable at a wall superheat up to �50°C for the clean surface and
�100°C for the nanoparticle-fouled surface. For these results, Eq.
�8� suggests that the evaporation recoil force exerted on the me-
niscus was approximately two times larger on the nanoparticle-

fouled surface than on the clean surface Fv,fouled /Fv,clean
�100°C /50°C. Such enhancement in the maximum allowable
recoil force is certainly due to the change in the surface tension
force of the solid surface. The average contact angles of the
evaporating meniscus prior to the vapor cutback were �60 deg
and �30 deg on the clean and nanoparticle-fouled surfaces,
respectively2, and thus Eq. �9� suggests that the surface tension
forces on the fouled surface are larger by a factor of
Fs,clean /Fs,fouled�1.83 or 83%. This enhancement in the surface
tension force is in good agreement with the increase in the maxi-
mum allowable recoil force due to the nanoparticle layer �see Fig.
17�. Also, the improved stability of the meniscus evaporating on
the nanoparticle layer causes a 41% enhancement in the maximum
heat-transfer rate qt,fouled /qt,clean��100°C /50°C=1.414, based
on Eq. �7�. This estimation is fairly close to the CHF enhancement
observed in our pool boiling experiments. In summary, the high
wettability of the nanoparticle layer improved the stability of the
evaporating meniscus on a heated surface so that the meniscus
could sustain the stronger evaporation recoil force at the higher
wall superheat and heat flux.

4.3 Relationship Between the Improved Stability of the
Evaporating Meniscus and the CHF Enhancement in
Nanofluids. Many nanofluid boiling studies in the literature have
demonstrated that a link exists between the nanofluid CHF en-
hancement and the improved surface wettability caused by the
nanoparticle deposition. However, the exact mechanism by which

2The contact angle of the evaporating meniscus had a large scatter between ad-
vancing and receding contact angles due to the oscillating interface motion of the
impinged droplet, as shown in Figs. 13 and 15. In this study, the averaged values of
the measured contact angles were used to estimate the surface tension force on the
evaporating meniscus.

Fig. 16 Contact angle of a liquid meniscus evaporating on nanoparticle-
fouled copper surfaces: „a… alumina and „b… titania

Fig. 17 Comparison between the normalized vapor recoil
force at various wall superheats and the surface tension force
enhancement on clean and nanoparticle-fouled surfaces
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the improved wettability due to the nanoparticle layer causes the
CHF enhancement has not been clearly explained. Recently, Kim
et al. �11� examined the prevalent CHF theories with respect to
their ability to explain the CHF gains in nanofluids, and classified
them as follows:

• hydrodynamic instability theory
• macrolayer dryout theory
• hot/dry spot theory
• bubble interaction theory

They reported that except for the hydrodynamic instability
theory, all the theories properly corroborated the link between
increased surface wettability and CHF enhancement in nanofluids.
While the macrolayer dryout and bubble interaction theories deal
with the amount of trapped liquid or the mutual interaction be-
tween bubbles growing and departing on a heated surface, the
hot/dry spot theory focuses its attention on the behavior of an
individual hot/dry spot and the microhydrodynamics of the thin
liquid meniscus at the boundary of the spot to interpret the wet-
tability effect �34�. Our wetting experiments showed that the in-
dividual liquid meniscus evaporating on the heated surface be-
came significantly more stable due to the nanoparticle layer with
high wettability. Furthermore, the magnitude of the heat flux gain
estimated for the individual meniscus was remarkably close to our
experimental observation of the CHF enhancements in nanofluids.
In addition, to describe the microhydrodynamic behaviors of the
vapor-liquid interface of a single bubble at the heater surface,
Kandlikar �35� proposed a contact angle based CHF model, which
utilizes the evaporation momentum force and receding contact
angle as parameters

qCHF� = hfg�g
1/2�1 + cos 


16
�	 2

	
+

	

4
�1 + cos 
�cos �
1/2

��g��l

− �g��1/4 �11�
When applying the average contact angles measured in the present
work �60 deg for the water-boiled surface versus 30 deg for the
nanoparticle-fouled surface�, Eq. �11� predicts a CHF enhance-
ment of 34% for the fouled surface, which is consistent with our
experimental observation. This result supports our argument on
the interaction of the CHF enhancement in nanofluid boiling and
the improved microhydrodynamics of the evaporating liquid me-
niscus on the nanoparticle-fouled surface. Therefore, with all ex-
perimental and analytical results presented, it can be concluded
that the hot/dry spot theory incorporated with the microhydrody-
namics of the evaporating meniscus is a very plausible mechanism
for the CHF enhancement observed during pool boiling of nano-
fluids.

5 Conclusions
In this study, the mechanism for the CHF enhancement during

pool boiling of nanofluids was investigated through pool boiling
and droplet-wetting experiments. The pool boiling in nanofluids
with 0.01 vol % alumina and titania nanoparticles showed 30–
40% CHF enhancements. A visual observation of the nanofluid-
boiled surface revealed that some nanoparticles were deposited on
the heater surface during the boiling. Through comparisons of the
CHF values for nanofluids on a clean surface and the values ob-
tained for pure water on a nanoparticle-fouled surface, we dem-
onstrated that the main cause for the CHF enhancement in nano-
fluids was the nanoparticle deposition on the surface. Subsequent
to the boiling experiments, wetting tests of a water droplet re-
vealed that the high surface wettability on the nanoparticle layer
improved the stability of the meniscus evaporating on the heated
surface. The critical wall superheat at which the evaporating liq-
uid meniscus suddenly receded due to the evaporation recoil force
was about 50°C on the clean surface and at least 100°C on the
nanoparticle-fouled surface. This suggests that the evaporating
microlayer with its improved stability against the evaporating re-

coil force can keep dissipating the thermal energy of the heated
surface at the higher surface temperature, inhibiting the irrevers-
ible growth of a hot/dry spot. Therefore, it is concluded from this
study that a very plausible CHF model to explain the physical
mechanism of the nanofluid CHF enhancement is the hot/dry spot
theory incorporated with the microhydrodynamics of a thin liquid
meniscus.
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Nomenclature
A � dispersion constant �J�
d � depth of the temperature measurement point T0

from the boiling surface �m�
FS � surface tension force �N�
FV � vapor recoil force due to evaporation �N�

g � acceleration of gravity �m /s2�
he � evaporative heat-transfer coefficient �W /m2 K�
hlv � latent heat of evaporation �J/Kg�

k � thermal conductivity �W/m K�
qt � total heat-transfer rate �W/m�
q� � heat flux �W /m2�
R � radius of curvature �m�

T0 � temperature inside the test sample �°C�
T1 � temperature of the first thermocouple in the

conduction block �°C�
T2 � temperature of the second thermocouple in the

conduction block �°C�
T3 � temperature of the third thermocouple in the

conduction block �°C�
vol % � volume percent
�Tsat � wall superheat �K�

�x � distance between temperature measurement
points in the conduction copper block �m�

Greek Symbols
�0 � nonevaporating region thickness �m�
� � contact angle �deg�
� � density �kg /m3�
� � surface tension �N/m�
 � kinematic viscosity �m2 /s�

Subscripts
ave � average

CHF � critical heat flux
l � liquid

sat � saturation
v � vapor

wall � heater surface
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Heat Transport Capability and
Fluid Flow Neutron Radiography
of Three-Dimensional Oscillating
Heat Pipes
An experimental investigation into the parameters affecting heat transport in two three-
dimensional oscillating heat pipes (OHPs) was implemented. A three-dimensional OHP is
one in which the center axis of the circular channels containing the internal working fluid
do not lie in the same plane. This novel design allows for more turns in a more compact
size. The OHPs in the current investigation is made of copper tubings (3.175 mm outside
diameter, 1.65 mm inside diameter) wrapped in a three-dimensional fashion around two
copper spreaders that act as the evaporator and condenser. The two OHPs have 10 and
20 turns in both the evaporator and condenser. The 20-turn OHP was filled to 50% of the
total volume with a high performance liquid chromatography grade water. Transient and
steady state temperature data were recorded at different locations for various param-
eters. Parameters such as heat input, operating temperature, and filling ratio were varied
to determine its effect on the overall heat transport. Neutron radiography was simulta-
neously implemented to create images of the internal working fluid flow at a rate of 30
frames per second. Results show the average temperature drop from the evaporator to
condenser decreases at higher heat inputs due to an increase in temperature throughout
the condenser region due to greater oscillations. These large oscillations were visually
observed using neutron radiography. As the operating temperature is increased, the ther-
mal resistance is reduced. A decrease in filling ratio tends to create more steady fluid
motion; however, the heat transfer performance is reduced. �DOI: 10.1115/1.4000750�

Keywords: oscillating heat pipe, heat transfer, fluid flow, neutron radiography

1 Introduction
Oscillating heat pipes �OHPs� have become widely investigated

due to their capability to transfer large amounts of heat. Oscillat-
ing heat pipes are a two phase heat transfer device that transfers
heat through oscillating fluid flow. In an OHP, a channel is par-
tially filled with an internal working fluid at saturated conditions.
If the tube has a small enough diameter, then surface tension
forces overcome gravitational forces and the liquid and vapor
form distinct plugs and slugs, respectively. In order to create the
distinct plugs and slugs, the maximum tube diameter can be cal-
culated by Dmax=1.84�� /g��l−�v�, where 1.84 is the critical
Bond number. By creating the tube inner diameter small enough
based on this equation, the vapor and liquid flow in the tube flow
in the same direction, which avoids entrainment limits as seen in
conventional heat pipes. Applying heat to one end and removing
heat from the other creates temperature gradients, which result in
pressure differences that when coupled with vapor expansion and
contraction cause oscillating fluid flow between the evaporator
and condenser regions.

There are many parameters that affect the heat transport in an
OHP. The structural parameters, such as the tube size, length,
number of turns, and closed or open looped, significantly influ-
ence the oscillating motion and heat transfer performance. While
the unlooped OHP, in which the working fluid is unable to circu-
late, can produce the oscillating motion, the closed looped OHP,

in which the channel forms a complete loop, has a better heat
transfer performance �1�. The number of serpentine turns also af-
fects the overall performance. As the number of turns in a given
range increases, the overall heat transfer performance of the OHP
increases �2�. The functional parameters such as working fluid,
heat input, orientation, and operating temperature also play impor-
tant roles in an OHP. Khandekar et al. �3� discussed the properties
of working fluids and how they aid or inhibit the performance of
the OHP. A high pressure gradient due to the temperature gradient
produces the pumping action of the OHP. This is desired because
it is this pressure difference that allows the working fluid to flow
without the aid of a mechanical pump or the use of wick structures
as in conventional heat pipes. Khandekar and Groll �4� stated that
low heat inputs are unable to generate sufficient pressure pertur-
bations resulting in a lack of pumping action, which is necessary
for optimal performance. Charoensawan et al. �2� conducted an
experimental investigation into the effects of device orientation on
heat transfer performance. Operating temperature was investi-
gated by Ma et al. �5� and they noted that an increase in operating
temperature results in reduced temperature drops. All these inves-
tigations have been focused on the two-dimensional OHPs, which
cannot transfer heat with a higher heat flux. In addition, for a
two-dimensional OHP, it is not easy to produce the bulk circula-
tion due to the turn number limitation in a given heating area.

In the current investigation, two new three-dimensional OHPs
have been conducted experimentally and examined the effects of
certain parameters such as turn number, operating temperature,
charging ratio, and power input in order to develop an OHP that
removes heat with a higher heat flux level. In addition to under-
standing the parameters’ effect on heat transfer capabilities, it is
also necessary to determine fluid flow characteristics associated
with the temperature oscillations. A number of experimental in-
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vestigations have been conducted utilizing glass tubing to visually
track fluid motion within OHPs �6,7�. Due to the low thermal
conductivity of glass, it is more difficult to simultaneously moni-
tor temperature with slug flow. The investigation presented herein
uses neutron radiography, which allows for fluid flow visualiza-
tions at a rate of 30 frames per second �fps� while recording tem-
perature data at several locations.

2 Experiment Setup and Procedure
The OHPs shown in Figs. 1�a�–1�c�, 2�a�, and 2�b� were con-

structed from copper tubings with outer and inner diameters of
3.175 mm and 1.65 mm, respectively. The evaporator and con-
denser were constructed from copper blocks. Semicircular chan-
nels were milled into the copper blocks to create maximum con-
tact between the two regions and the tubing. The condenser
regions have holes dilled through the center for water bath con-
trolled condenser temperature. Similarly, holes were drilled in the
evaporator to hold cylindrical cartridge heaters that would serve
as the controlled heat input. The copper tubing was laid in the
semicircular channels of the evaporator and condenser blocks.
Thermal paste was also added to the grooves to reduce contact
resistance. The copper block attaching with the copper tubing for
the 20-turn OHP has an evaporator section and condenser section

of 7.62�8.89�2.54 cm3. The length of the adiabatic section was
set at 10.16 cm for the 20-turn OHP. In order to achieve a higher
heat flux, the 10-turn OHP was designed to be smaller with di-
mensions of 3.81�7.62�2.54 cm3 for the evaporator and 6.35
�7.62�2.54 cm3 for the condenser. The adiabatic section was
set to a length of 7.62 cm. The tubing for the 10-turn OHP was
staggered to achieve a clearer image of the fluid flow.

Both OHPs were backfilled to a given charging ratio with a
high performance liquid chromatography �HPLC� grade water us-
ing a vacuum pump. The OHP was then sealed to maintain sub-
atmospheric pressure conditions. 400 W cartridge heaters were
covered in thermal paste and inserted into the holes. Cooling bath
water was passed through a heat exchanger to control the tempera-
ture of the deuterium oxide �2H2O� circulating in a separate loop
through the OHP. The deuterium oxide �also known as heavy wa-
ter� does not scatter as many neutrons as water; therefore, images
in the condenser region can be recorded more clearly. T thermo-
couples were placed in different locations in the evaporator, adia-
batic, and condenser regions. Prior to experimentation, thermo-
couples were calibrated to a maximum error of �0.25°C. The
locations for the thermocouples are shown in Figs. 2�a� and 2�b�.
The thermocouples were connected to a National Instruments2

data acquisition �DAQ� system and a personal computer for tem-
perature recording, as shown in Fig. 3. The DAQ system was
relayed to record data at the moment the neutron imaging software
was initiated to capture images. This allowed for simultaneous
visual and temperature data. The neutron imaging setup, as shown
in Fig. 4, was developed at the National Institute of Standards and
Technologies’ �NIST� research reactor. In this system, the OHP is
bombarded with neutrons from the reactor and the hydrogen in the
HPLC grade water scatters the neutrons, while a neutron detector
downstream from the reactor records the image. The scattering of
the neutrons by the water creates a darker image than where there
is no water in the OHP. The detector has the capability of record-

2Certain trade names and company products are mentioned in the text or identified
in an illustration in order to adequately specify the experimental procedure and
equipment used. In no case does such identification imply recommendation or en-
dorsement by the National Institute of Standards and Technology, nor does it imply
that the products are necessarily the best available for the purpose.

Fig. 1 20-turn „a and b… and 10-turn „c… OHPs

Fig. 2 Dimensions and thermocouple locations for the 20-turn „a… and 10-turn „b… OHPs
„dimensions in mm…
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ing images at a rate of 30 fps and its resolution is based on neu-
tron flux, OHP material and inner channel diameter, and location
from the sensor.

A Staco power supply was wired in parallel with the cartridge
heaters and a multimeter to accurately gauge the input power. The
entire OHP was surrounded with insulation material to prevent
heat transfer with the environment. The insulation was then cov-
ered with aluminum foil to prevent airborne radiological contami-
nation. The 20-turn OHP was set up in only the vertical position
with bottom heating, whereas the 10-turn was only arranged in the
horizontal position. Two condenser settings �20°C and 60°C�
were tested at numerous heat inputs for the 20-turn OHP, while
only one setting �60°C� was tested for the 10-turn OHP due to
time constraints at the NIST. Heat input was increased by incre-
ments of 50 W from 0 W to 400 W for the 20-turn OHP. Due to
the smaller size and fewer turns for the 10-turn, heat input was
incremented by 25 W from 0 W to 100 W and by 50 W from 100
W to 200 W. Temperature data and neutron images were recorded
during both the initial increase in heat input �transient� and when
the temperatures in all three regions fluctuated about an average
value �steady state�. Each heat pipe was allowed to cool to room
temperature and temperature data and neutron imaging was re-
corded for a step input from zero to the maximum heat input.
Recordings were also taken during shut down from the maximum
heat input.

3 Results and Discussion
The experiments were conducted to determine the effect of turn

number, heat input, operating temperature, and filling ratio on the
heat transfer performance. Using the neutron images, the circula-
tion and oscillating motion occurring in the OHP can be readily
observed including flow patterns. The OHPs developed herein
performed well overall and the frequency and amplitude of tem-

perature oscillations were very consistent, especially at higher
heat fluxes where sustained oscillations and bulk circulation oc-
curred. The consistency of amplitude and frequency of the 20-turn
OHP is greater than the 10-turn in general.

3.1 20-Turn OHP. The 20-turn OHP was tested in the verti-
cal position �bottom heating� for heat inputs up to 400 W. Because
semicircular channels were milled into the copper block to create
maximum contact between the heating block and the tubing, the
contact area between the copper block and the tubing can be
found as 152.0 cm2. The calculated area is based on half the
circumference of the tubing times evaporator length time the num-
ber of semicircular grooves. Given this contact area, the heat flux
level reached at a heat input of 400 W is 2.63 W /cm2. Two con-
denser settings of 20°C and 60°C were tested to determine oper-
ating temperature effect.

3.1.1 Heat Input Effect. From the experiments and neutron
images conducted in this investigation, there appears to be three
stages of fluid flow associated with this novel three-dimensional
OHP. The first stage occurs at startup �0–50 W�. This stage is
shown thermally by a gradual increase in evaporator and adiabatic
temperature with a steady condenser temperature. Figure 5 shows
the temperature data associated with the startup period. The tem-
perature data shows a steady curve; however, the neutron images
show small movements. Also, at the low heat inputs, the growing
vapor plugs in the evaporator slowly push the liquid slugs to the
condenser. Further increase in heat input creates sufficient un-
steady vapor growth required to develop pressure perturbations
necessary for fluid exchange between adjacent turns.

The second stage of fluid flow in the OHP is intermittent flow
starting at about 50 W up to 150 W for the 20-turn OHP investi-
gated herein. This is where the fluid exchange between the evapo-
rator and condenser regions is occasionally hindered. The stop-
page in fluid exchange corresponds to a short steady increase in
temperature following sustained temperature oscillations. The
stoppage in fluid flow resumes once the temperature difference
has increased enough to provide sufficient driving force to transfer
the fluid. Figure 6 shows a large stoppage in fluid motion between
the time 60–80 s that corresponds to a large increase in tempera-
ture. Results shown in Fig. 6 correspond to the 20-turn OHP in a
vertical position �bottom heating� maintaining a heat input of
50 W and a condenser temperature of 60°C. Figure 6 shows that
the frequency of temperature oscillation is roughly 0.17 Hz with
amplitudes ranging from 2°C to 7°C. The majority of the tem-
perature oscillations have amplitudes around 3°C. Figures
7�a�–7�d� display the neutron images at four separate points in
time. Figures 7�a�–7�c� are during this period of temperature in-
crease and it can be seen that during this time little movement

Fig. 3 Experimental setup

Fig. 4 Neutron imaging setup

Fig. 5 Temperature data for the startup stage for the 20-turn
OHP
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occurs. At 85 s �Fig. 7�d��, we start to see a change in the location
of the slugs. As heat input is increased, the intermittent flow be-
comes more periodic.

The third stage of fluid flow occurs at high heat flux
��150 W� in which there are sustained oscillations and bulk cir-
culation. This stage corresponds to steady fluid flow through the
OHP with uniform frequency and amplitude. Figure 8 shows the
oscillatory temperature readings associated with a 300 W heat
input �1.97 W /cm2� and a condenser setting of 60°C. At this heat
input, consistent bulk circulation can be observed from the neu-
tron images. The frequency of temperature oscillation for this heat
input is roughly 0.275 Hz. This indicates an increase in frequency

with increases in heat input. The amplitudes of oscillations range
from about 2°C to 3°C. The amplitudes of oscillations seem to
become more consistent at higher heat inputs. Figures 9�a�–9�d�
display the neutron images at times where the evaporator thermo-
couple peaks and when it reaches its low point. The circulating
flow tends to match the frequency of the temperature data. It
should also be noted that at higher heat inputs, the velocities of
the liquid slugs exceed the capture rate of the detector. The blur-
ring associated with it makes it difficult to track the fluid menis-
cus. Figure 10 shows the average temperature drop from the

Fig. 6 Temperature data for the intermittent stage for the 20-
turn OHP „heat input: 50 W, condenser setting: 60°C…

Fig. 7 Neutron images of the intermittent stage for the 20-turn
OHP at „a… 70 s, „b… 75 s, „c… 80 s, and „d… 85 s

Fig. 8 Temperature data for the bulk circulation stage for the
20-turn OHP „heat input: 300 W, condenser setting: 60°C…

Fig. 9 Neutron images of the circulation stage for the 20-turn
OHP at „a… 6.1 s, „b… 8.0 s, „c… 9.9 s, and „d… 11.6 s
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evaporator to the condenser in the 20-turn OHP for condenser
setting of 20°C and 60°C. Temperature drop decreases as the heat
input increases due to increased fluid flow.

3.1.2 Operating Temperature Effect. The neutron images com-
paring operating temperatures show unnoticeable differences;
however, it is clear that oscillations start up more easily given a
higher condenser setting. Figure 10 shows a decrease in tempera-
ture drop with an increase in condenser setting. Consequently, this
means a reduced thermal resistance, as seen in Fig. 11. As ex-
pected from the results for the heat input effect, the thermal resis-
tance decreases with increase in power input. In addition to the
decrease in thermal resistance with heat input, the performance is
enhanced as the condenser setting was raised. This increase in
performance is based on the change in fluid properties associated
with temperature change. For example, the viscosity of water de-
creases with an increase in temperature, which would allow for
greater fluid motion. There appears to be no discernable differ-
ences between the fluid flow images at different condenser set-
tings.

3.2 10-Turn OHP. The 10-turn OHP was tested in the hori-
zontal position for heat inputs up to 200 W. The contact area for
the 10-turn OHP was calculated to be 38.0 cm2. This corresponds
to a maximum heat flux of 5.26 W /cm2 at a heat input of 200 W.
The filling ratio was decreased in situ during the experiments. The
first filling ratio was roughly 50% with the two subsequent ratios
being less. Exact values are unknown due to the inability to weigh
the OHP during the process. However, from the images it was
determined that the three filling ratios were roughly 53%, 35%,
and 30%, respectively. A startup similar to the 20-turn OHP was

noticed. The liquid slugs were slowly forced out of the evaporator
section, as shown in Figs. 12�a� and 12�b�. Small oscillation exists
until the pressure perturbations are sufficient to force the liquid
back into the evaporator �Fig. 12�c��.

3.2.1 Filling Ratio Effect. The filling ratio has an inverse ef-
fect on both the fluid motion and heat transfer. The filling ratio of
53% showed good heat transfer; however, at the lower heat input
of 50 W �Fig. 13�, the fluid motion in hindered by the large mass
of fluid. The filling ratio of 35% shows a slightly lower average
evaporator temperature than the higher filling ratio. This may be
due to the increase in amplitude and frequency of oscillation.
Figure 14 shows the increased temperature oscillations for the
filling ratio of 35%. A further decrease in filling ratio to 30%
results in a large increase in evaporator temperature at the same
heat input of 50 W �Fig. 15�. Temperature and imaging data sug-
gest an increase in fluid motion in the OHP; however, the reduc-
tion in liquid slugs to carry heat from the evaporator to condenser
causes an increase in temperature. Also, a decreased filling ratio
was noticed to cause the fluid run toward gravity. This causes the
majority of the liquid to fill only one side of the OHP, as seen in
Figs. 16�a�–16�c�. Figures 16�a�–16�c� show the typical fluid dis-
tribution for the three filling ratios at 50 W �1.32 W /cm2�. Be-
cause of this tendency, full circulation through the OHP is hin-

Fig. 10 Temperature drop versus heat flux for the 20-turn OHP

Fig. 11 Thermal resistance versus heat flux for the 20-turn
OHP

Fig. 12 Startup of the 10-turn OHP at „a… 0 s, „b… 400 s, and „c…
600 s

Fig. 13 Temperature fluctuations at a filling ratio of 53% for
the 10-turn OHP
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dered and the liquid slug will only oscillate within the same
channel or occasionally with the adjacent one. Figures 17 and 18
show the temperature drop and thermal resistance versus heat in-
put for the three filling ratios. There is an obvious decrease in heat
transfer performance with the filling ratios less than 53%.

4 Conclusions
An experimental investigation was implemented to determine

the heat transfer and fluid flow characteristics of two novel three-
dimensional OHP. The effects of filling ratio, turn number, power
input, and operating temperature were investigated to determine
their effect on heat transport performance. Results show that when
the turn number is different, the effect of power input on the heat
transfer performance is different. The neutron images show that
both oscillating motion and circulation exist when the power input
is higher than 150 W for the 20-turn OHP investigated herein. As
the power input increases for the 20-turn OHP, the temperature
difference between the evaporator and condenser or effective ther-
mal resistance decreases, which is very different from the conven-
tional heat pipe or most of heat transfer devices. When the turn
number was reduced to 10, the temperature difference between the
evaporator and condenser or the effective thermal resistance is
almost constant or increases slightly as the power input increases.
In addition, it is found that the frequency for both OHPs increases
as the input power increases. The operating temperature signifi-
cantly affects the heat transfer performance for both OHPs. As the
operating temperature increases, the temperature difference or ef-
fective thermal resistance decreases for both OHPs. A lower filling
ratio results in larger and more frequent fluid motions; however,
heat transport capability is reduced. The novel design of this
three-dimensional OHP creates a high performance device with
consistent frequencies and amplitudes not commonly observed in
OHPs.
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Nomenclature
D � diameter, m
g � gravity, m /s2

� � density, kg /m3

� � surface tension, N/m

Subscripts
max � maximum

l � liquid
v � vapor
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Effect of Return Bend and
Entrance on Heat Transfer in
Thermally Developing Laminar
Flow in Round Pipes of Some
Heat Transfer Fluids With High
Prandtl Numbers
The paper presents experimental results and analysis of heat transfer in a thermally
developing region of round pipes for three fluids typically used as low temperature cool-
ants, in the range of 0–�40°C. The experiments were performed at low Re (200–1000)
and high Pr (80–140) numbers that are typically found in secondary refrigeration loop
conditions. The effect of horizontal U-bend is also presented. It is shown that the positive
effect of thermal development (high Nu number) lasts long because of the technically
significant length of the thermally developing region. Secondary flows developed in and
after the U-bend are so significant that they have almost an identical effect as the thermal
development at the pipe entrance. That is a reason for the extremely good performance of
the heat exchangers with secondary refrigerants in laminar flow regimes. Experimental
data are presented with developed empirical correlations, which show good relationships
to several existing correlations. �DOI: 10.1115/1.4000704�

Keywords: laminar flow, effect of U-bend, high Pr number, secondary coolant

1 Introduction

Heat transfer in hydraulically and thermally developing regions
of laminar flows in channels is well explained and characterized
by numerous authors. Appendix C gives an overview of some of
the most important correlations. It is perhaps less known to some
engineers that the thermally developing regime for some second-
ary refrigerants especially after U-bends could positively affect
heat transfer in technically significant lengths, 0.5–1.5 m.

In this paper we will present results of the experimental pro-
gram to measure the change in local heat transfer coefficients as a
function of the length following entrance to circular pipe and after
the U-bend. The examination of the local heat transfer in the pipe,
averaged over a certain region was followed by the second part of
the work to determine the effects of the same phenomena in a
typical air cooler operating with the same fluids and in the same
regime. This paper presents the results of the first part with refer-
ence to the result in the other. The rest of the details could be
found in Ref. �1�.

Figure 1 presents the explanation of the phenomena in the
U-bend that causes the increase in the heat transfer. In the laminar
flow of heated fluid in the horizontal tube, the core is colder and
thus heavier than annulus closer to heated walls. Due to that fact,
fluid in the central zone sinks and generates secondary flow that
moves upward in the vicinity of vertical heated walls �see Fig. 1�.
The effects of the denser central zone are even more significant in
fluid turning, like in U-bends or elbows. Greater inertial force
impinges the stream to the bend or elbow wall causing stronger

secondary flows and significant mixing. That effectively increases
heat transfer bringing central cold stream in contact with the
walls.

The objective of the experimental program was to quantify the
effects of the phenomena described in realistic conditions and
with the most promising secondary fluids at this time. Experi-
ments are done with warm liquid heating the secondary coolant
�object of the study� in the central pipe in a counterflow mode so
it is in between a case with constant heat flux and constant wall
temperature.

Three fluids were examined: propylene glycol �PG�, potassium
acetate �PA�, and potassium formate �PF�. These fluids were
mixed with water in the following concentrations: PG 35%, PA
42.5%, and PF 46%. These fluids are the strongest candidates for
secondary refrigeration loops in the range of −10–−40°C. Potas-
sium acetate and potassium formate are less known and to our
best knowledge this was the first experimental heat transfer study
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Fig. 1 Elements of heat transfer characteristics in a laminar
developing flow
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using them. Both are very attractive due to good thermophysical
properties and their environmental friendliness. The exact concen-
trations and thermophysical properties of examined fluids are
given in Appendix B.

2 Experimental Setup
More details of the facility shown schematically in Fig. 2 could

be found in Ref. �1�. Two identical coriolis type mass flow meters
nominal accuracy of 0.1% full scale �FS� are installed in the sys-
tem: one for the refrigerant and the other for the heating fluid.

The test section consists of a pair of 3 m long annular coaxial
heat exchanger tubes placed side-by-side in the horizontal plane
with a U-bend functioning as a return line between the two tubes.
Refrigerant flows through the inner copper tube and water flows
through the outer annular spacing between copper and PVC tubes.
Flow through the annulus is articulated with a spiral insert, as
shown in Figs. 5�a�, 5�b�, and 6. Each heat exchanger tube has
three test sections: 0.5 m, 0.5 m, and 2 m long. A schematic of the
test coaxial heat exchanger is shown in Fig. 3. The shorter sec-
tions at the inlet are used to capture rapidly changing heat transfer
rate. The two annular coaxial heat exchangers before and after the
U-bend are identical in construction. The only difference is their
function. Inlet to the upstream heat exchanger section has a uni-
form cross section temperature profile. The uniform profile is ob-
tained by a long adiabatic section in the hose leading to the heat
exchanger and one static mixer in it. The other identical heat
exchanger is positioned downstream of the U-bend to measure the
effect of the U-bend on local heat transfer coefficient. The data
collection from a side-by-side setup of the heat exchanger sections
allows direct comparison of the effect of the horizontal U-bend to
a uniformly temperature distributed thermally developing inlet re-
gime.

The inner tubes are mandrel expanded 9.53 mm copper tubes as
normally used in round tube plate fin heat exchangers. As men-

tioned earlier in conjunction to the experiments shown here, the
performance of the entire heat exchanger was explored and the
intention was to have identical tubes. The inside surface of the
copper tube is assumed to be smooth and thus the roughness fac-
tor for the smooth wall was used when needed.

Dimensions of the copper tubes received and installed in the
test sections and a spiral flow articulator in the annulus are listed
in Table 1. The wire was wound around the copper tube at an
angle approximately 45 deg. Figure 4 shows a cross section view
of the joint of two sections where the spiral could be seen. Once
PVC tube was sled in place, the wire was released, and it became
unsprung due to the natural elasticity of the wire. Therefore, the
wire is pressing against the PVC tube and not against the copper
tube heat exchanger surface creating a small gap between the wire
and the copper tube, which is 0.3–0.5 mm. Figure 4 also shows a
continuous copper pipe and two sections being connected through
a plastic ring. Detail design of this ring is shown in Fig. 5�a�.
There are three holes in the ring. The center hole is for the copper
tube and two other holes serve to narrow down the passage of the
heating fluid and thus ensure accurate reading of the heating fluid
bulk temperature. Two radial holes that lead from the perimeter to
two holes, 1.6 mm in diameter are for heating fluid thermocouple
probes. Locations of those thermocouples are shown in Fig. 4.
Two other small radial holes �1.6 mm� that protrude to the center
hole and later the copper tube are for refrigerant thermocouple
probes or thermocouple wires, as shown in Fig. 4.

Figure 5�b� shows another ring, used at the inlet and outlet of
each of the heat exchanger tubes and is inserted into T-fittings.
The ring has only one tube, either for the copper tube or heating
fluid. The radial hole 1.6 mm in diameter is for the thermocouple
probe.

Figure 4 also shows thermal insulation over the PVC pipe, spi-
ral flow articulator, and location of thermocouples.

Thermal insulation has been used to minimize heat transfer ex-
change with the environment. The entire outside area of the co-
axial heat exchanger was insulated with a total of 5 cm thermal

Table 1 Physical dimensions

ID
�mm�

OD
�mm�

Total length
of each straight

section
�m�

Radius
of curvature

�center to
center�
�mm�

Copper tube 9.14 9.78 3.1 �0.5+0.5+2.1�
Copper tube bend 9.14 9.78 15.6
Articulator–ten gage
stranded copper wire

4.2

Fig. 2 Experimental facility „thermocouple configuration dis-
cussed later…

Fig. 3 Schematic of the test section Fig. 4 Joint of two sections
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insulation �Armaflex®�. The hoses for the refrigerant are also in-
sulated to keep heat loss to a minimum. The fact that the tempera-
ture of the heating fluid in the annulus is kept close to room
temperature reduces the heat transfer even further. Calibration was
performed to verify heat losses. They were so small that they were
hardly measurable.

All thermocouple wires and probes used are of a special limit of
error type-T thermocouples, copper-constantan joined at the end.
The thermocouple probes are exposed, with a special limit of error
type-T probes and are used to measure heating fluid temperature
at the beginning and end of each of the outer annular test sections.
To reduce the effect of heat conduction in refrigerant temperature
measurements through the thermocouple probe sheath, thermo-
couple wires were used instead of thermocouple probes. To im-
merse thermocouple wires into the fluid stream, the insulation of
the thermocouple wires was removed, and copper and constantan
wires were pulled apart to form a straight line with the welded
joint in the middle. The welded joint was then carefully inserted
into the center of the copper tube for each of the positions. The
two opposite holes where the two thermocouple wires entered the
copper tube were then epoxied leak-tight. A schematic of these
thermocouple probes and wires is shown in Figs. 4, 5�a�, and 5�b�.

For wall temperature measurement, the same special limit of
error type-T thermocouple wires are used. Four of these wires
were cemented onto the groove in the outer side of the copper
tube at the top, bottom, right, and left of each of the test sections
along the middle. Highly conductive thermal epoxy is used as the
cement for wall thermocouples. Figure 6 shows the locations of

wall thermocouples. In the calibration phase, signals of these wall
thermocouples were collected separately to check the uniformity
of the reading. Results were very good, as shown in Appendix H
of Ref. �1�. Finally, wall thermocouples are bundled thus averag-
ing the signal.

All thermocouples were carefully checked simultaneously in a
vacuum insulated container at two temperatures: 0°C and 22°C.

Details and further information about the test facility could be
found in Ref. �1�.

3 Test Procedure and Data Reduction
The temperature and mass flow rates were monitored continu-

ously. Data were collected over an interval of at least 10 min in
the steady state preceded by a 20 min steady state. The test range
for fluids examined is shown in Table 2.

Physical parameters and properties needed to compute local
heat transfer coefficients are: �1� temperature readings at the inlet
and the outlet of each of the test sections, �2� wall temperatures,
and �3� mass flow readings of the refrigerant and heating fluids.
Figure 7 shows a schematic of a test section and the location of its
thermocouples. The heat exchanged between the refrigerant and
the heating fluid �water� could be determined for both fluids based
on the measurements of temperature and mass flow given its spe-
cific heat value.

The heat transfer is then found from the energy balance on the
heating fluid side. The refrigerant side energy balance is not used
except for calibration because the bulk temperature of the refrig-
erant cannot be measured accurately with thermocouple wires.
The thermocouples that measure refrigerant temperatures are lo-
cated at the center of the copper tube, as shown in Fig. 4. The
center location should give close to the lowest temperature inside
the tube. Since the cold fluid in laminar flow is heated from the
outside, the coldest streamline sinks below the center line in the
horizontal laminar flow due to gravity creating a secondary flow.
Additional difficulty in measurement is a very small temperature
difference at the inlet and the exit of the refrigerant.

In addition, the heating fluid side is not subjected to a similar
temperature measurement error because water flow is kept turbu-
lent assuring reasonably uniform temperatures. Even more, flow is
purposefully forced to go through two tiny holes in the rings,
where an exposed thermocouple probe is inserted directly into the
fluid stream of each hole for temperature measurement. Therefore,
the energy balance on the heating side is believed to be more

Table 2 Test matrix for a coaxial heat exchanger run

Tr,i
�°C�

Th,i
�°C�

Vr
�m/s�

Propylene glycol −2.1–−8.5 25–17 0.27–0.95
Potassium acetate −20–−23 24–20 0.17–0.61
Potassium formate −20–−23 24–19 0.17–0.61

Fig. 5 Hard plastic rings. The top ring „a… separates the test
sections and the bottom ring „b… is the end cap for each end of
the coaxial heat exchanger tubes „numbers are in inches….

Fig. 6 Positions of the thermocouples for wall temperature
measurements Fig. 7 Schematic of a test section
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reliable and is used in subsequent calculations to determine the
refrigerant heat transfer coefficient. Very careful analysis was per-
formed for each test run to check for refrigerant and heating fluid
balances. It is given in Appendix I of Ref. �1�. This analysis shows
that overall heat balance is very good, where the heat balance
deviations are 4.50%, 16.4%, and 5.41% for PG, PA, and PF,
respectively. The heat balance deviation for PA is higher because
of incorrect specific heat data determined later. This is discussed
more in detail in Sec. 4.4.1 of Ref. �1�. Good agreement in refrig-
erant and water side overall heat balances is a consequence of the
static mixer at the exit of the pipe and compounded temperature
difference.

Having determined the energy balance for each segment using
the heating fluid side, the heat transfer coefficient was solved
given the heat exchanged, area, and temperatures at the inlet, out-
let, and wall as

hr =
Qh

Ar,in · �Tw−Tr,m�

Wall temperature Tw is obtained as an average from the mea-
surement of four thermocouples attached to the surface of the
copper tube. It is obvious that these four temperatures are not
equal as the consequence of the secondary flows in the tube. This
was not the objective of this study and readers could find more
details in Ref. �2�.

The Tr,m term is the average of the refrigerant bulk temperature
at the inlet and the outlet of a test section

Tr,m =
Tb,i + Tb,o

2

However, the calculation of the Tr,m term in the above equation
still requires the determination of the refrigerant bulk temperature,
and thermocouples measure temperature at the center. A good
measurement of bulk refrigerant temperature cannot be obtained
due to secondary flow effects, as discussed previously.

In order to solve for the heat transfer coefficient with reason-
able confidence, the effect of measurement error on the heat trans-
fer coefficient was studied. The average bulk refrigerant tempera-
ture Tr,m is determined by refrigerant inlet and outlet bulk
temperatures using heating fluid balance. This temperature predic-

tion procedure is illustrated for one typical run and is shown in
Fig. 8. It is a plot of a run with potassium formate.

This graph has three temperature lines: heating fluid Th, refrig-
erant temperature measured in the center Tr,meas, and bulk refrig-
erant temperature determined by the heating fluid Tr,pred. The ef-
fect of the difference Tr,pred−Tr,meas on the determination of the
heat transfer coefficient is significantly reduced due to a large
temperature difference between wall and refrigerant. Average er-
ror induced by this difference is 6.0%. Figure 9 shows the com-
parison between refrigerant heat transfer coefficients using pre-
dicted temperature values to experimental data.

Nevertheless, this difference increases the wall to refrigerant
temperature and consequently reduces the Nusselt number or heat
transfer coefficient. This error is on the “safe” side because mea-
sured values are higher than the existing correlation, as it will be
shown later.

The resulting heat transfer coefficient values were than con-
verted to dimensionless Nusselt number

Fig. 8 Comparison of refrigerant temperature predictions to potassium formate data

Fig. 9 Comparison of predicted refrigerant heat transfer coef-
ficients to measured values with potassium formate „Vr
=0.62 m/s…
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Nu =
hr · IDin

kr

and plotted versus x�, where

x� =
x

IDin · Re · Pr

a dimensionless number incorporating length, Reynolds number,
and Prandtl number, as accepted in earlier studies like those by
Shah and London �3�, the inverse of Graetz �Gz� number. For the
cases with variable thermophysical properties, corrections should
be made to account for the differences in thermophysical proper-
ties in radial locations. Sieder and Tate �4�, and Popovska �5� are
among those that have proposed correction factors. The classic
correlation given by Sieder and Tate �4� for flow of viscous oils
described their own data for vertical tubes and data of other in-
vestigators for horizontal tubes

� Nu

Nucp
� = ��b

�w
�0.14

4 Experimental Results and Comparison to Existing
Correlations and Other Published Experimental Results

Appendices A and J in Ref. �1� present a complete set of data
for each coaxial heat exchanger experimental run and give addi-
tional information. For each run there are:

• measured data in tabular form
• graph showing local heat exchanged in each test section
• temperature profiles along the tube
• the heat transfer coefficient that has been calculated and

plotted against the length of each test section

All data presented in this paragraph are shown as is, with no
adjustments for variable thermophysical properties. However, the
correlation used for comparison, in this case the Gnielinski �6�
correlation, has been adjusted for variable property using the cor-
relation by Sieder and Tate �4�.

Open symbols in Fig. 10 are data obtained in the test tube
before the U-bend, and closed symbols are after the U-bend. Solid
lines are curve-fit, while dashed lines are from the Gnielinski �6�
correlation. For the curve-fit of each fluid, or correlation proposed,
the asymptote at a small x� value is found from a curve-fit of the
data points of all three fluids combined, while the asymptote at a
large x� value was determined for each fluid separately. The stan-
dard deviations of the curve-fits are 5.91 and 4.42 for before and
after the U-bend, respectively. In addition, two lines are shown for
the Gnielinski �6� correlation: index T represents the constant wall
temperature case while H is the case of constant heat flux on the
heat exchanger surface. It is already being discussed that this ex-

periment, as most of the real applications, does not fit into any of
these boundary conditions but lies somewhere in between. We
have chosen the Gnielinski �6� correlation as a reference on this
graph because it is closest to the experimental data obtained in
this work. There is also a curve given in the plot that lists the
curve-fit of the Nu numbers of all three fluids combined before the
U-bend. This curve gives some idea of how the curve-fit of pro-
pylene glycol compares to the average curve-fit. In addition, au-
thors recognize that asymptotes in curve-fits �correlations� do not
reach expected values for fully developed flows. That is true also
for the results internally: asymptotes are not identical for the cases
before and after the U-bend.

Results show almost equal Nu numbers for open and closed
symbols at small x� values preceding and following the U-bend.
That means that the effect of the U-bend is as strong as the com-
plete restart of the thermally developing region. At higher x�,
which is here mostly further downstream, or for faster flow or less
viscous �such as in higher temperature� cases, effects of secondary
flow in the U-bend are even stronger. For these conditions, heat
transfer downstream of the U-bend is even higher than at the same
distance from the entrance with a uniform temperature in the ra-
dial direction.

The data points in Fig. 11 show similar experimental results for
runs with potassium acetate. The Nu number does not increase as
sharply as in experiments with propylene glycol at small x� val-
ues. However, the curve exhibits the overall same behavior—a
larger Nu number at a small x� value and a more or a less constant
value at a large x�. At large x� values, the asymptotic curve flat-
tens out to a Nu number of around 7. The standard deviations of
the curve-fits for potassium acetate are 1.77 and 1.40 for before
and after the U-bend, respectively.

The data points in Fig. 12 show experimental results for runs
with potassium formate. The Nu number is the highest among all
three fluids. The data points are especially higher in the middle
region than the other two fluids. However, the curve exhibits the
same overall behavior as the other fluids—a larger Nu number at
a small x� value and a more or less constant value at a large x�

value. The standard deviations of the curve-fits for potassium for-
mate are 1.75 and 1.84 for before and after the U-bend, respec-
tively.

Figure 13 gives the curve-fit as well as a 99% confidence inter-
val and R2 for the data-fit curve for all three fluids together. Its
standard deviation is 3.92.

Assuming the same effect as those of variable thermophysical
properties, one would expect that results for all three fluids will
fall on top of each other. However, Fig. 13 shows some variation
among fluids. Potassium formate has the highest Nu number while
propylene glycol and potassium acetate are more or less on top of
each other.

Fig. 10 Heat transfer preceding and following the U-bend for
propylene glycol

Fig. 11 Heat transfer preceding and following the U-bend for
potassium acetate
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The same procedure is repeated for the data points after the
U-bend. The plot below, Fig. 14, gives a 99% confidence interval
and R2 for the data-fit curve of the data after the U-bend. Its
standard deviation is 3.64.

4.1 Effect of the U-Bend. The graphs in Figs. 13 and 14
allow the direct comparison between the effect of the thermal
entry region and the effect of the U-bend. The ratio between a

curve-fit of data points for a straight section before the U-bend to
that of after the U-bend for all three fluids presented in Fig. 15.
The ratio for all three fluids shows that the Nusselt number after
the U-bend is slightly less than before the U-bend for x� less than
0.0011 but becomes greater after that point. At a large value of x�,
the ratio reaches an asymptotic value near 1. This result clearly
shows that even a smooth U-bend will have an effect of remixing
the thermal stratification of a laminar flow sufficiently well that
essentially a thermally developing flow occurs after the U-bend.

4.2 Comparison to Other Correlations. Figures 16 and 17
present data obtained in this work for all three fluids along with
two correlations by Gnielinski �6�—one is constant heat flux cor-

Fig. 12 Heat transfer preceding and following the U-bend for
potassium formate

Fig. 13 Local Nusselt number versus x* preceding the
U-bend. Figure 13 gives the curve-fit as well as a 99% confi-
dence interval and R2 for the data-fit curve for all three fluids
together. Its standard deviation is 3.92.

Fig. 14 Nusselt number versus x* in a straight section follow-
ing the U-bend

Fig. 15 Ratio of the Nusselt number preceding and following
the U-bend for each of the three fluids, individually and
together

Fig. 16 Nusselt number before the U-bend with published
correlations

Fig. 17 Nusselt number after the U-bend with published
correlations
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relation and the other is constant temperature correlation. The Nu
number of experimental data is expected to be bounded by the two
correlation curves. However, the graphs show the Nusselt number
of data in this investigation to be higher than both of the correla-
tions. In addition, the correlations by Gnielinski �6� have been
adjusted with the temperature dependent viscosity ratio by Sieder
and Tate �4�. In addition, the asymptote of each of the correlations
developed here are higher than expected. The authors wanted to
report actual experimental data.

For laminar flow through a U-bend, Mehta and Bell �2� re-
ported very extensive experimental data of the effect of return
bends. They presented the radial temperature distribution after the
U-bend.

The experimental setup was a coaxial heat exchanger type simi-
lar to this work, but the heat exchanger was electrically heated. Its
electrical heating method gives a different boundary condition
than the coaxial heat exchanger tested in this case, so a direct
comparison may not be justified. The other significant difference
between this work and the one by Mehta and Bell �2� is that their
U-bend is on a vertical plane with its outlet on top. Even with the
above mentioned and other differences between the experiment by
Mehta and Bell �2� and this coaxial heat exchanger setup, com-
parisons of the results between the two experiments are conducted
to aid in the understanding of the thermally developing flow.
Since Mehta and Bell �2� did not present the development of the
heat transfer coefficient along the tube, authors extracted appro-
priate dimensionless variables.

Figure 18 shows data points by Mehta and Bell �2� preceding a
U-bend. Those results are shown with filled symbols. Open sym-
bols are data obtained in this work for each individual fluid. At the
higher x� values, the Nu number for the developed region as re-
ported by Ede �7� is shown. Solid and dotted lines are the corre-
lations by Gnielinski �6�.

The comparison shows a qualitatively better correlation of cur-
rent results to the correlation by Gnielinski �6�. The difference in
offset comes from the effect of different thermophysical properties
at the wall and in the center of the flow and phenomena associated
with the secondary flow induced by this effect. That issue was
discussed in Sec. 3. Nevertheless, the results by Mehta and Bell
�2� do not indicate the same change in the heat transfer coefficient
with x� as expected and found here. Values are less or more un-
affected by x�. The data shown by solid circles are calculated from
original data based on average values in the circumferential direc-
tion to fit into the Nu number versus x� variables. Experimental
values reported by Ede �7� in sketchy form agree with the data
obtained in this work. Figure 19 plots the data for locations after
the U-bend. A steep asymptotic curve at the region right after the
U-bend is clearly evident in the results by Mehta and Bell �2�.

However, the effect of the U-bend is evident at a much smaller
value of the parameter x� than those found in this work with the
coaxial heat exchanger or what the correlation by Gnielinski �6�
would predict.

5 Summary Conclusion
This paper presents results of heat transfer experiments in lami-

nar flow with three fluids: propylene glycol �35%�, potassium ac-
etate �42.5%�, and potassium formate �46%�. To our best knowl-
edge, this is the first experimental heat transfer result for
potassium acetate and potassium formate. These fluids are very
attractive due to their good properties as secondary coolants in the
range of −10–−40°C and their environmentally benign character.
Concentration and the range explored reflect these applications as
the secondary coolants in indirectly refrigerated systems.

The thermally developing region is found to be extremely long
and technically significant �0.5–1.5 m�. That fact could be ex-
tremely important in heat exchanger design. Experimental results
are compared with existing correlations. Experimental results
show somewhat higher values than predicted.

The equation

Nu = �6.843 + 0.493 + �0.739x��−0.4704� − 0.49�3�1/3 �1�
was found to represent the best heat transfer in the thermally
developing region of the laminar flow. Compared with some other
correlations, the asymptotic value 6.84 is on the high end �see Fig.
20, Appendix A�.

Fig. 18 Heat transfer in the coaxial heat exchanger experimen-
tal results preceding the U-bend—comparison of several ex-
perimental results: from Ref. †2‡ „solid circles…, from Ref. †7‡,
and from this work „open symbols…

Fig. 19 Heat transfer in the coaxial heat exchanger experimen-
tal results following the U-bend—comparison of several experi-
mental results: from Ref. †2‡ „solid circles…, from Ref. †7‡, and
from this work „open symbols…

Fig. 20 Published correlations for thermally and simulta-
neously developing flows
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Effects of mixing in the return U-bend in a horizontal orienta-
tion show almost a full recovery of heat transfer rates to the value
at the inlet to the pipe, so the heat transfer rates can be predicted
assuming a full restart of the thermally developing region after the
return U-bend. For the two fluids explored, heat transfer after the
U-bend was even increased compared with inlet to the tube �Fig.
15�.

Nomenclature
A � area

Cp � specific heat
fd � fully developed

Gn � correlation by Gnielinski �6�
Gz � Graetz number

h � heat transfer coefficient
H1 � correlation by Hausen �1943�
H2 � correlation by Hausen �1959�
D � diameter

ID � inside diameter
k � conductivity
L � length
m � mass flow

Ma � correlation by Martin
N � number

Nu � Nusselt number
OD � outside diameter
Re � Reynolds number
Po � correlation by Pohlhausen
Pr � Prandtl number
Q � heat transfer
R � resistance

Sc � correlation by Schlunder
SL � correlation by Shah and London �3�
Sp � correlation by Spang
T � temperature
V � velocity
x � local length

x� � dimensionless length �the inverse of Gz�

Greek Symbols
� � viscosity

Subscripts
b � bulk

cp � constant physical property
h � heating fluid
H � constant heat flux

heater � heater
i � inlet

in � inside
m � mean

meas � measured
o � outlet

out � outside
pred � predicted

r � refrigerant
R � tubes
x � local
T � constant temperature

tot � total
w � wall

Appendix A

A.1 Error Analysis. A simulation code was used to calculate
the numerical derivatives of the heat transfer and local heat trans-
fer coefficient equations to be applied to Eq. �C1� with the appro-
priate uncertainty values from Tables 3–6. Uncertainties for tem-

Table 3 Uncertainty values of coaxial heat exchanger
measurements

Variable Uncertainty

Tr1–Tr7 �0.082°C
Th1–Th8 �0.045°C
Tw1–Tw6 �0.026°C
mr �0.1%
mh �0.1%

Table 4 Coaxial heat exchanger error analysis for propylene glycol

Unit

Vr=0.95 m /s Vr=0.78 m /s Vr=0.60 m /s Vr=0.38 m /s Vr=0.27 m /s

Run 1
�052499-1�

Run 2
�060499-1�

Run 1
�052499-2�

Run 2
�060499-2�

Run 1
�060399-1�

Run 2
�060599-1�

Run 1
�060399-2�

Run 2
�060599-2�

Run 1
�052499-3�

Run 2
�060599-3�

x1
� - 0.0003168�

3.188�10–7
0.0003285�
3.307�10–7

0.0003868�
3.893�10–7

0.0003947�
3.973�10–7

0.0005301�
5.335�10–7

0.0005016�
5.048�10–7

0.0007643�
7.704�10–7

0.0008227�
8.292�10–7

0.001092�
0.0000011

0.00122�
0.000001229

x2
� - 0.0009514�

9.575�10–7
0.000988�
9.944�10–7

0.001162�
0.000001169

0.001187�
0.000001195

0.001593�
0.000001606

0.001509�
0.000001521

0.002298�
0.000002316

0.002478�
0.000002497

0.003284�
0.00000331

0.003675�
0.000003692

x3
� - 0.00254�

0.000002557
0.002641�
0.000002658

0.003107�
0.000003132

0.003172�
0.000003192

0.004253�
0.000004286

0.00403�
0.000004062

0.006132�
0.00000618

0.006639�
0.00000667

0.008771�
0.000008839

0.00983�
0.000009874

x4
� - 0.0003186�

3.211�10–7
0.0003308�
3.334�10–7

0.0003902�
3.932�10–7

0.0003972�
4.003�10–7

0.0005339�
5.380�10–7

0.0005049�
5.088�10–7

0.0007706�
7.765�10–7

0.0008345�
8.383�10–7

0.001103�
0.000001108

0.001238�
0.000001243

x5
� - 0.0009586�

9.660�10–7
0.0009949�
0.000001003

0.001173�
0.000001182

0.001196�
0.000001206

0.001609�
0.000001617

0.001522�
0.000001534

0.002324�
0.000002334

0.002509�
0.000002521

0.003326�
0.000003341

0.003733�
0.000003749

x6
� - 0.002566�

0.000002585
0.002664�
0.000002684

0.00314�
0.000003155

0.003205�
0.00000323

0.00431�
0.00000433

0.00408�
0.000004098

0.00623�
0.000006258

0.006712�
0.000006741

0.008913�
0.000008953

0.009983�
0.00001003

Nur,1 - 47.57�
2.531

45.76�
2.455

32.11�
2.008

35�
1.993

24.97�
1.576

25�
1.504

19�
1.476

15.49�
1.409

11.3�
1.411

9.748�
1.41

Nur,2 - 18�
2.247

17.87�
2.275

17.19�
1.824

17.06�
1.873

16.45�
1.456

16.09�
1.423

14.18�
1.411

14.88�
1.415

12.88�
1.39

13.88�
1.473

Nur,3 - 8.698�
0.5231

8.839�
0.5471

8.747�
0.4394

8.179�
0.4383

7.573�
0.331

8.004�
0.3297

6.904�
0.3238

8.191�
0.3632

6.346�
0.3318

7.288�
0.375

Nur,4 - 34.89�
2.418

37.98�
2.446

30.14�
2.066

31.95�
1.94

25.04�
1.506

23.29�
1.427

21.45�
1.454

22.48�
1.726

18.1�
1.518

19.49�
1.881

Nur,5 - 16.96�
2.455

20.91�
2.561

18.32�
2.083

18.11�
2.059

14.55�
1.598

14.85�
1.478

11.63�
1.609

12.16�
1.76

8.726�
1.736

11.03�
2.265

Nur,6 - 11.7�
0.6171

11.28�
0.6207

11.15�
0.5127

10.5�
0.5121

9.878�
0.4211

9.798�
0.3966

9.114�
0.4622

9.296�
0.4716

8.194�
0.5289

8.789�
0.6309
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perature measurements are determined in Appendix H of Ref. �1�.
The values are deviations from average values for each set of
thermocouples �refrigerant, heating fluid, and wall�. These values
are not uncertainties of temperature readings but temperature dif-
ferences.

Appendix B: Thermophysical Properties of Fluids Ex-
amined

B.1 Propylene Glycol. Propylene glycol is 35% concentra-
tion by volume �8�; linear interpolation.

B.2 Potassium Acetate (Pekasol 50). Potassium acetate �pe-
kasol 50� is 42.5% by weight—interpolation from Table 7.

B.3 Potassium Formate. Potassium formate is 46% by
weight. Temperature T is in Celsius �°C�.

Density �kg/m3� = − 0.530754�T + 1328.7

Viscosity �cP� = 0.0899� exp�479.09/T + 126.55�

Conductivity �W/m K� = 0.001674�T + 0.4750

Table 5 Coaxial heat exchanger error analysis for potassium acetate

Unit

Vr=0.61 m /s Vr=0.51 m /s Vr=0.39 m /s Vr=0.29 m /s Vr=0.17 m /s

Run 1
�061599-1�

Run 2
�061699-3�

Run 1
�061599-2�

Run 2
�061699-4�

Run 1
�061599-3�

Run 2
�061699-5�

Run 1
�061699-1�

Run 2
�061699-6�

Run 1
�061699-2�

Run 2
�061699-7�

x1
� - 0.0005811�

5.830�10–7
0.0005917�
5.936�10–7

0.0007001�
7.024�10–7

0.0007018�
7.041�10–7

0.0009174�
9.203�10–7

0.0009181�
9.211�10–7

0.001249�
0.000001253

0.00124�
0.000001245

0.002059�
0.000002067

0.002234�
0.000002243

x2
� - 0.001748�

0.000001753
0.001779�
0.000001785

0.002106�
0.000002113

0.00211�
0.000002119

0.002761�
0.000002772

0.002761�
0.000002772

0.003755�
0.00000377

0.003731�
0.000003745

0.006216�
0.00000624

0.006756�
0.000006782

x3
� - 0.004671�

0.00000469
0.004757�
0.000004775

0.005632�
0.000005655

0.005648�
0.00000567

0.007401�
0.000007429

0.007407�
0.000007436

0.01008�
0.00001012

0.01002�
0.00001006

0.01679�
0.00001685

0.01828�
0.00001835

x4
� - 0.0005855�

5.878�10–7
0.0005965�
5.989�10–7

0.0007068�
7.095�10–7

0.0007092�
7.119�10–7

0.0009293�
9.329�10–7

0.0009294�
9.330�10–7

0.001273�
0.000001277

0.001264�
0.000001269

0.002123�
0.000002128

0.002312�
0.000002318

x5
� - 0.00177�

0.000001777
0.001803�
0.00000181

0.002137�
0.000002145

0.002147�
0.000002155

0.002807�
0.000002818

0.002807�
0.000002818

0.003843�
0.000003858

0.003818�
0.000003832

0.006399�
0.000006413

0.00697�
0.000006986

x6
� - 0.004763�

0.000004782
0.004855�
0.000004874

0.005753�
0.000005775

0.005785�
0.000005806

0.007569�
0.000007597

0.00759�
0.000007608

0.01032�
0.00001035

0.01026�
0.00001028

0.01715�
0.00001718

0.01868�
0.00001872

Nur,1 - 18.45�
0.7492

17.8�
0.6963

15.49�
0.7366

15.1�
0.6774

11.77�
0.7008

12.37�
0.6357

7.934�
0.7771

8.753�
0.7849

5.338�
0.7229

4.686�
0.7102

Nur,2 - 13.58�
0.6978

13.59�
0.6463

12.7�
0.6971

12.75�
0.6345

12.15�
0.6788

11.92�
0.6023 11.24�0.7532

11.29�
0.765

11.7�
0.7928

12.19�
0.8003

Nur,3 - 7.296�
0.1654

7.643�
0.1533

7.164�
0.169

7.529�
0.1549

7.273�
0.1735

7.549�
0.1553

6.721�
0.2034

6.85�
0.2073

7.125�
0.2501

7.436�
0.2625

Nur,4 - 15.16�
0.6851

13.55�
0.6255

12.87�
0.6949

13.14�
0.639

11.38�
0.7036

11.22�
0.6159

12.97�
0.9716

12.95�
0.97

13.94�
1.388

13.83�
1.519

Nur,5 - 13.12�
0.7811

12.67�
0.708

11.44�
0.8097

11.54�
0.7498

9.245�
0.8063

8.444�
0.6805

8.684�
1.152

7.955�
1.125

6.453�
1.712

6.306�
1.911

Nur,6 - 9.329�
0.219

9.486�
0.2021

9.099�
0.2389

9.666�
0.2255

8.762�
0.261

9.357�
0.2382

8.527�
0.3764

8.469�
0.3788

7.948�
0.6276

8.371�
0.7237

Table 6 Coaxial heat exchanger error analysis for potassium formate

Unit

Vr=0.62 m /s Vr=0.50 m /s Vr=0.39 m /s Vr=0.27 m /s Vr=0.17 m /s

Run 1
�062499-1�

Run 2
�062699-1�

Run 1
�062499-2�

Run 2
�062699-2�

Run 1
�062499-3�

Run 2
�062699-3�

Run 1
�062499-4�

Run 2
�062699-4�

Run 1
�062499-5�

Run 2
�062699-5�

x1
� - 0.0006249�

6.338�10–7
0.0006285�
6.373�10–7

0.0007733�
7.843�10–7

0.0007791�
7.900�10–7

0.001006�
0.000001021

0.001004�
0.000001018

0.00147�
0.00000149

0.001433�
0.000001452

0.002121�
0.00000215

0.002377�
0.00000241

x2
� - 0.001885�

0.000001911
0.001897�
0.000001923

0.002331�
0.000002364

0.002352�
0.000002384

0.003033�
0.000003075

0.00303�
0.000003071

0.004439�
0.000004499

0.004331�
0.000004389

0.006445�
0.00000653

0.00725�
0.000007345

x3
� - 0.005082�

0.000005151
0.00511�

0.000005178
0.006291�
0.000006375

0.006353�
0.000006436

0.00822�
0.000008328

0.008209�
0.000008314

0.01207�
0.00001222

0.01176�
0.00001191

0.01764�
0.00001785

0.01983�
0.00002007

x4
� - 0.0006427�

6.510�10–7
0.0006466�
6.548�10–7

0.000798�
8.083�10–7

0.0008051�
8.152�10–7

0.001047�
0.00000106

0.001045�
0.000001057

0.001535�
0.000001554

0.001494�
0.000001512

0.002246�
0.000002271

0.002528�
0.000002557

x5
� - 0.001939�

0.000001964
0.001958�
0.000001982

0.00241�
0.000002441

0.002431�
0.000002461

0.003166�
0.000003205

0.003158�
0.000003195

0.00463�
0.000004684

0.004509�
0.000004562

0.006772�
0.000006847

0.007649�
0.000007733

x6
� - 0.005231�

0.000005295
0.005277�
0.00000534

0.00651�
0.000006588

0.00656�
0.000006637

0.008566�
0.000008665

0.008535�
0.000008631

0.0125�
0.00001264

0.01218�
0.00001231

0.01829�
0.00001848

0.02063�
0.00002085

Nur,1 - 25.81�
1.016

29.63�
1.017

21.89�
0.9495

25.24�
0.9473

19.53�
0.8467

20.28�
0.8561

11.58�
0.9451

13.49�
0.9656

10.13�
0.8487

9.556�
0.8334

Nur,2 - 16.56�
0.872

17.43�
0.8812

15.19�
0.8413

15.83�
0.8545

13.87�
0.7746

14.57�
0.7934

14.04�
0.9409

14.33�
0.9712

14.28�
0.9377

14.68�
0.9637

Nur,3 - 10.55�
0.2202

10.59�
0.2175

9.976�
0.2173

10.34�
0.2232

9.795�
0.2119

9.95�
0.216

9.491�
0.2812

9.361�
0.2851

9.608�
0.3155

9.052�
0.3147

Nur,4 - 28.18�
1.046

28.07�
1.03

24.77�
1.033

25.13�
1.055

21.3�
1.006

21.65�
1.03

18.07�
1.37

18.69�
1.353

18.73�
1.613

18�
1.639

Nur,5 - 18.01�
1.025

18.91�
1.086

15.41�
1.044

16.06�
1.066

13.39�
1.066

14.37�
1.077

9.917�
1.468

10.53�
1.458

7.163�
1.754

6.845�
1.981

Nur,6 - 11.61�
0.2661

12.21�
0.2735

11.11�
0.2863

10.68�
0.2865

10.57�
0.3137

10.43�
0.3127

9.259�
0.4778

8.818�
0.4698

8.523�
0.6732

7.874�
0.7511
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Specific heat �kJ/kg K� = 0.0023�T + 2.578

Appendix C: Thermally Developing Flow Correlations
In the hydrodynamically and thermally fully developed flow,

the Nu number �Nu=hD /K� for a uniform wall temperature is
found to be the constant 3.66 �9�. This is for the conditions of the
absence of flow work, thermal energy sources, and fluid axial
conduction. For the case of uniform heat flux with negligible vis-
cous dissipation and no thermal energy source, the Nu number is
found to be 4.36 �10�. In a thermally developing flow, a fluid with
a fully developed velocity distribution and a uniform temperature
flows into the entrance, and the fluid axial conduction, viscous
dissipation flow work, and energy resource are negligible in most
cases. Graetz and Nusselt solved this problem with the boundary
conditions of constant surface temperature and presented the so-
lution in the form of an infinite series of eigenvalues and con-
stants. However, the eigenvalue solution is very slowly conver-
gent at the region close to the entry, and the asymptotic solution
by Leveque is utilized at the entry region. The uniform heat flux
thermal entry region problem is very similar to the constant sur-
face temperature problem. Shah and London �3� formulated the
following equations to correlate the infinite series within 3% ac-
curacy:

Nux,T = 1.077x�−1/3 − 0.7 for x� � 0.01
�C1�

=3.657 + 6.874�103x��−0.488e−57.2x�

for x� � 0.01

Num,T = 1.615x�−1/3 − 0.7 for x� � 0.005

=1.615x�−1/3 − 0.2 for 0.005 � x� � 0.03 �C2�

=3.657 + 0.0499/x� for x� 	 0.03

Nux,H = 1.302x�−1/3 − 1 for x� � 0.00005

=1.302x�−1/3 − 0.5 for 0.00005 � x� � 0.0015 �C3�

=4.364 + 8.68�103x��−0.506e−41x�

for x� 	 0.0015

Num,H = 1.953x�−1/3 for x� � 0.03
�C4�

=4.364 + 0.0722/x� for x� � 0.03

where x�=x / �D�Re�Pr�.
Hausen, as prescribed by Ebadian and Dong �11�, presented the

following correlation for the mean Nusselt numbers of the solu-
tion by Graetz for the entire range of x�:

Num,T = 3.66 +
0.0668

x�1/3�0.04 + x�2/3�
�C5�

Shah and Bhatti �10� took the above correlation by Hausen and
calculated the local Nusselt numbers of the solution by Graetz

Nux,T = 3.66 +
0.0018

x�1/3�0.04 + x�2/3�2 �C6�

Hausen’s two predictions given above in Eqs. �C5� and �C6� are
higher than the tabulated values obtained from the infinite series
by amounts ranging from 14% for x��0.0001 to 0% as x� goes to
infinity �10�.

Shah and London �3� presented the numerical solutions of the
well-known Nusselt–Graetz problem for heat transfer to an in-
compressible fluid with constant properties flowing through a cir-
cular duct having a uniform wall temperature and a fully devel-
oped laminar velocity profile. The asymptotes for the local
Nusselt number with a uniform wall temperature are presented
below. The two asymptotes for a uniform temperature boundary
condition are

Nux,T = 1.077x�−1/3 for x� � 0.01 �C7�

and

Nux,T = 3.66 for x� � 0.01 �C8�

The two corresponding asymptotes of the mean Nusselt number
integrated from 0 to x are as follows:

Num,T = 1.61x�−1/3 for x� � 0.001 �C9�

and

Num,T = 3.66 for x� � 0.01 �C10�

Schlunder, in Ref. �12�, derived a correlation of the two mean
Nusselt number asymptotes by superpositioning them. This corre-
lation claims to give sufficiently good results for most technical
purposes

Num,T = �3.663 + 1.613/x��1/3 �C11�

Hausen, as in Ref. �13�, obtained a different correlation, which
deviates only slightly from the equation given by Schlunder

Num,T = 3.66 +
0.19x�−0.8

1 + 0.117x�−0.467 �C12�

Both equations by Schlunder and by Hausen are valid for gases
and liquids in the range of 0.0001�x��10.

Shah and London �3� also considered the two asymptotes for
the case of a uniform heat flux boundary condition. The two as-
ymptotes are given below

Nux,H = 1.302x�−1/3 for x� � 0.0001 �C13�

and

Nux,H = 4.36 for x� � 0.001 �C14�

The corresponding asymptotes for the mean Nusselt numbers are
as follows:

Num,H = 1.953x�−1/3 for x� � 0.01 �C15�

and

Num,H = 4.36 for x� � 0.1 �C16�
Gnielinski �14� has also compiled a comprehensive list of cor-

relations for heat transfer to an incompressible fluid with constant
properties in the thermal entry region of a circular tube, and he
presents local as well as mean Nusselt numbers for a uniform
temperature and a uniform heat flux boundary conditions. The
correlations given in the paper by Gnielinski �14� are mainly su-
perpositions of the asymptotes, and the asymptotes used are given
in Eqs. �C7�–�C10� and �C13�–�C16�.

For the case of hydrodynamically fully developed and ther-
mally developing region, the following correlations superposition
the two corresponding asymptotes in a way similar to the methods
by Schlunder and by Hausen. The correlation for the local Nusselt
number for a uniform temperature boundary condition covers the

Table 7 Physical properties of potassium acetate

Temperature
�°C�

Specific heat
�kJ /kg K�

Conductivity
�W /m K�

Viscosity
�mPa s�

Density
�g /cm3�

20 3.311 0.517 2.2 1.221
0 3.258 0.497 3.8 1.229

−10 3.234 0.486 5.7 1.233
−20 3.216 0.476 9.3 1.237
−30 3.193 0.466 17.5 1.241
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entire range of x� and is accurate to within 6% in the range of
0.01�x��0.1, while the correlation for the mean Nusselt number
is accurate to within 1% for the same range

Nux,T = �3.663 + 0.73 + �1.077x�−1/3 − 0.7�3�1/3 �C17�

and

Num,T = �3.663 + 0.73 + �1.615x�−1/3 − 0.7�3�1/3 �C18�

The correlations presented in the paper by Gnielinski �14� for a
uniform heat flux boundary condition are very similar to those for
a uniform wall temperature in that they also superposition the two
asymptotes in an appropriate manner. The correlation given below
for a local Nusselt number in a uniform heat flux covers the entire
range of x� and is accurate to within 4% in the range of 0.001
�x��0.01, while the correlation for the mean Nusselt number is
accurate to within 1% for the same range

Nux,H = �4.3643 + 1 + �1.302x�−1/3 − 1�3�1/3 �C19�

and

Num,H = �4.3643 + 0.63 + �1.953x�−1/3 − 0.6�3�1/3 �C20�

There is also a correlation proposed by Eubank and Proctor, see
Ref. �14�. They critically surveyed the available data for laminar
flow �15,16� of petroleum oils in horizontal steam-heated tubes.
Equation �C21� gives the correlation with a maximum deviation
of 60% for small D and temperature difference. This equation is
also referred to as the Farr equation in discussions hereon. The
equation seems to be for the mean value of the heat transfer co-
efficient

Nu = 1.86 · x�−1/3 �C21�

C.1 Correlations for the Simultaneously Developing Flow.
The case of both hydrodynamically and thermally developing flow
is also known as the simultaneously developing flow. The simul-
taneously developing flow usually occurs when the fluid exhibits a
moderate Prandtl number, which is when Pr equals 1. In such a
flow, the velocity and the temperature profiles develop simulta-
neously along the flow direction. However, laminar flow develops
very quickly, and for a Prandtl number greater than about 5, the
velocity profile develops so much faster than the temperature pro-
file that even if both temperature and velocity are uniform at the
tube entrance, the hydrodynamically fully developed idealization
introduces little error. Shah and London �3� presented tables of
eigenvalues of the simultaneously developing flow for uniform
wall heat flux and uniform wall temperature conditions.

Gnielinski �14� gave compiled correlations of local and mean
Nusselt numbers for the simultaneously developing flow in the
cases of a uniform wall temperature and a uniform wall heat flux.
Pohlhausen has obtained the following correlations for the simul-
taneously developing flow for a uniform wall temperature, which
is valid for Pr�0.1:

Nux,T = 0.332 Pr1/3� x

D Re
�−1/2

�C22�

and

Num,T = 0.664 Pr1/3� x

D Re
�−1/2

�C23�

Martin has calculated the correlations for the simultaneously
developing flow for a uniform wall temperature by using a super-
position method, and they are presented below

Nux,T = �3.663 + 0.73 + �1.077x�−1/3 − 0.7�3

+ �0.5� 2

1 + 22 Pr
�1/6

x�−1/2�3�1/3

�C24�

and

Num,T = �3.663 + 0.73 + �1.615x�−1/3 − 0.7�3

+ �� 2

1 + 22 Pr
�1/6

x�−1/2�3�1/3

�C25�

Gauler has studied the simultaneously developing laminar flow for
a uniform heat flux case and has presented the following correla-
tions:

Nux,H = 0.459 Pr1/3� x

D Re
�−1/2

for Pr = 1 �C26�

and

Nux,H = 0.464 Pr1/3� x

D Re
�−1/2

for Pr = 
 �C27�

Spang has used a superposition method to derive correlations for
the simultaneously developing laminar flow for a uniform heat
flux and the correlations are presented below

Nux,H = �4.364 + 1 + �1.302x�−1/3 − 1�3

+ �0.462 Pr1/3� x

D Re
�−1/2�3�1/3

�C28�

and

Num,H = �4.364 + 0.63 + �1.953x�−1/3 − 0.6�3

+ �0.924 Pr1/3� x

D Re
�−1/2�3�1/3

�C29�

The correlations by Spang are valid for 0.7�Pr�1000.
Figure 20 plots the correlations discussed above in Nusselt

number versus x� for comparison. The graph shows thermally de-
veloping flow correlations in solid lines and simultaneously devel-
oping flow correlations in dashed lines. For the simultaneously
developing flow, the Nusselt number is also a function of the
Prandtl number, and two different Prandtl numbers, which cover
the whole range of the experimental data �Pr=124 and 27�, are
calculated and plotted. As can be seen in Fig. 20, thermally de-
veloping flow correlations and simultaneously developing flow
correlations are close to each other except for simultaneously de-
veloping flow correlations by Pohlhausen and Gauler. The reason
for their outlying prediction is because their equations, Eqs.
�C22�, �C23�, �C26�, and �C27�, do not incorporate a terminal
asymptote value at a large x� value. Therefore, their Nusselt num-
ber continues to decrease for a large x� value.
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Effect of Pin Density on
Heat-Mass Transfer and Fluid
Flow at Low Reynolds Numbers
in Minichannels
Previous investigations on the performance of straight pins, pins with tip clearance, and
profiled fins showed that closely packed cylindrical pin fins are very competitive with the
modified pins. Therefore, the objective of this paper is to investigate the effect of pin
density on performance. Steady/time-dependent calculations are performed to investigate
the effect of pin density on friction and heat transfer. Pins packed at distances of SD
�1.1, 1.2, 1.3, 1.4, 1.5, 2.0, 2.5, and 3 pin diameters �D� are investigated for 10
�ReD�600. Two performance measures are used to compare the different pin fin den-
sities. The first measure is to maximize heat transfer capacity for a given pumping power
compared with a plane channel. The second measure used is based on entropy generation
minimization (EGM), where the objective is to reduce the total irreversibility of the pin fin
array to obtain an optimal spacing. Based on the performance measure of maximizing
heat capacity, it is shown that for plain channels operating in the laminar range using
denser pin packing has distinct advantages with SD�1.1 providing the best augmenta-
tion. However, the augmentation in heat capacity becomes relatively independent of the
pin density for a channel operating in the turbulent regime. Based on the EGM method,
at ReD�200, SD�1.3, 1.4, and 1.5 are the most suitable, with the least entropy genera-
tion observed at SD�1.4. At ReD�200, SD�1.1, 1.2, and 1.3 are also suitable for
keeping entropy generation low. �DOI: 10.1115/1.4000949�

Keywords: heat transfer, pin fins, low Reynolds number, thermal performance, entropy
generation minimization (EGM), minichannels

1 Introduction
Heat transfer from or to a surface can be augmented by the use

of extended surfaces or fins primarily by increasing the heat trans-
fer area and/or increasing heat transfer coefficient. Cylindrical or
pin fins are widely used in electronics cooling and turbine blade
internal cooling applications, both of which operate at high Rey-
nolds numbers in the turbulent regime. Hence, considerable past
research has been devoted to developing heat transfer and friction
correlations under turbulent conditions.

Whereas most of the previous studies were performed at high
Reynolds numbers and high slenderness ratio pins �1–11�, the
miniaturization of geometrical scales in the quest for compactness
and the broadening of the application base into other areas of heat
and mass transfer augmentation require that careful consideration
be given to the performance of the pin fin geometries at low
Reynolds numbers. Peles et al. �12� studied the heat transfer and
pressure drop over a bank of micropin fins, derived an expression
for the thermal resistance, and concluded that micropin fin heat
transfer to be a very effective mode of heat transfer. Koşar et al.
�13� investigated the laminar flow across a bank of low aspect
ratio micropin fins and obtained pressure drop and friction data for
low Reynolds numbers in the range of 5–128. In an extension of
this work, Peles and co-workers �14,15� conducted a heat transfer
and pressure drop study for a micropin fin with slenderness ratio
of 2.43 and Reynolds number range of 14–112. The results were
compared with existing long tube correlations and it was observed

that the variations were high for Re�50 and less for Re�50. The
variations from the existing long tube correlations were explained
as being induced by end wall effects.

Recently, numerical studies on low Reynolds number flows for
minichannels with pin fins have been presented by Rozati and
co-workers �16–18�. Rozati et al. �16� investigated the effect of
pin fin density, spanwise pitch, and streamwise pitch for heat
transfer and friction factor characteristics at Reynolds number
ranging from 5 to 400. Wake recirculation was found to have a
detrimental effect on pin and end wall heat transfer. Increasing the
fin density by decreasing the spanwise pitch had a favorable effect
on heat transfer and friction by reducing the size of the wake.
Conductance augmentation in the range of 1.6–3.5 was obtained
for high density pins in comparison to a plain channel flow. Fric-
tion augmentation ratio of 8 was reported for high density pins.

The motivation for this investigation resulted from our past
results. Sreedharan et al. �18� compared the performance of
straight pins �16�, pins with tip clearance �17�, and profiled pins
�18�. The performance measure was based on the percentage in-
crease in heat conductance over a plain channel for the same
pumping power. It was found that all different configurations were
successful in augmenting the conductance by 50–400% in a Rey-
nolds number range of 5–350. However, it was found that closely
packed plain pins remained very competitive with the modified
pins. Therefore, the objective for this paper is to investigate the
effect of pin density on performance. A range of pin densities
from SD=1.1 to SD=3 is investigated over a Reynolds number
range of 10–600. Two performance measures are used to find
optimal pin densities, one that gives a maximum increase in con-
ductance over a plain channel and another that has minimal oper-
ating costs based on the entropy generation minimization �EGM�
criterion. The study is the first to comprehensively investigate the
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effect of pin density on heat transfer and friction at low Reynolds
numbers suitable for heat and mass transfer augmentation in min-
ichannels and microchannels.

2 Mathematical and Computational Model
The time-dependent, incompressible continuity, momentum,

and energy equations with constant properties are solved in a gen-
eralized coordinate system. Fully developed hydrodynamic and
thermal conditions are assumed. Radiation and free convection
effects are neglected, as it has been shown in Ref. �18� that they
have a negligible influence on heat transfer in minichannels and at
low temperatures. The channel walls and the pin fin walls are
subjected to a uniform constant heat flux boundary condition q��.
The equations are nondimensionalized using D� as the pin diam-
eter for the length scale, the friction velocity as the velocity scale
�u�

�=��P� /��, �u�
�2 as the pressure scale, D� /u�

� as the time scale,
and q��D� /k as the temperature scale. The computer program used
for these computations has been tested extensively for various
similar applications �18–24�. Detailed information can be found in
Ref. �21�.

The computational domain consists of an array of cylindrical
pins of circular cross section. Eight pin fin array configurations
are studied. The schematic of the pin fin array under consideration
including the dimensions of interest are listed in Fig. 1. The sum-
mary of the geometrical parameters is listed in Table 1. Calcula-
tions were carried out for 5�ReD�600. The slenderness ratio is
set to 1. For all unsteady cases, time-averaged results are pre-
sented and the time averaging is started after the flow becomes
stationary, and is performed for 20 time units to produce the time-
averaged results.

The nondimensionalized friction factor is based on the tube
bundle approach �25� and is given as follows:

f =
�P

N

1

0.5umax
2 �1�

The local instantaneous nondimensionalized Nusselt number is
defined, as shown below, based on the pin fin diameter

NuD =
1

��w − �ref�
�2�

where �w is the local modified nondimensional wall temperature
and �ref is the modified reference temperature, which is defined
below as �17�

�ref =
�����u�dydzdx

����u�dydzdx
�3�

The instantaneous surface average Nusselt number is calculated as
follows by integrating over the fin surface area:

1

NuD

=
1

ATotal
�� dA��w − �ref� �4�

3 Grid Independency and Validation
Over the range of Reynolds number studied, the flow is in the

laminar to unsteady laminar or transitional regime, which does not
put very high demands on the grid density. Rozati and co-workers
�16,17� performed a detailed grid and domain independency study
on domain 5 with SD=1.5 at the Reynolds number ReD	400,
which would guarantee the independency of the results at the
lower Reynolds numbers as well as in the present case. The grids
used for the different interpin spacings are listed in Table 2. As the
pin density decreases, the grid size increases to compensate for
the larger open flow volume. On the other hand, as the pin density
increases, a different block structure is used which results in a
finer grid than the intermediate grid.

An attempt was also made to compare and validate the heat
transfer and pressure drop with previous correlations but it was
found that most correlations and experimental data available in
the literature are for high Reynolds number turbulent flow regimes
and for high slenderness ratios. Koşar �14� studied the heat trans-
fer and pressure drop of de-ionized water over a bank of shrouded
staggered micropin fins for the Reynolds number range of 14–
112. To compare the current study with the experiments done by
Koşar et al. �14�, a computational domain with the dimensions
given in Table 3 was used.

The result of the numerical study for the above domain is
shown in Fig. 2. It is seen that the current model predictions are in
good agreement with experiments for ReD�50 but deviates sub-
stantially from the experiments for ReD�50. In their comparison
of experimental data with correlation, Koşar et al. �14� observed
that their measurements of heat transfer coefficient were compa-
rable for ReD�50 but had large variations for ReD�50. The com-
parison of the friction factor from this study and Koşar and co-

Fig. 1 Schematic of a pin fin array

Table 1 Nondimensional geometric parameters of the do-
mains studied

Domain SD SL ST H

1 1.1 0.778 1.556 1
2 1.2 0.849 1.697 1
3 1.3 0.919 1.838 1
4 1.4 0.990 1.980 1
5 1.5 1.061 2.121 1
6 2.0 1.414 2.828 1
7 2.5 1.768 3.536 1
8 3.0 2.121 4.243 1

Table 2 Grid size used for different interfin spacings SD

Domain SD No. of cells

1 1.1 196,608
2 1.2 196,608
3 1.3 196,608
4 1.4 131,072
5 1.5 131,072
6 2.0 282,240
7 2.5 653,184
8 3.0 1,048,576

Table 3 Geometric parameters for validation based on Ref.
†14‡

Domain SD SL ST H

9 1.6771 1.5 1.5 2.43
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workers �13,14� is shown in Fig. 3. The trend in the change in
friction factor with ReD is in good agreement but discrepancies in
friction factor are observed at ReD�25. Similar trends were re-
ported by Rozati and co-workers �17,18�. The reason for these
discrepancies is not clear. With the relatively low Reynolds num-
bers and the high grid densities used in the calculations, it is
unlikely that the model suffers from numerical errors. There could
be a possibility that either the physical model assumptions of con-
stant properties breakdown at low Reynolds numbers or the pos-
sibility that experimental uncertainties increase at low Reynolds
numbers.

4 Friction Factor Ratio and Heat Transfer Augmenta-
tion

Flow characterization for pin fins with different densities and
configurations have been reported in detail by Rozati and co-
workers �16–18�. The increase in heat transfer and the friction
factor is compared with that of an equivalent plane channel. The
plane channel expressions are as expressed below �26�

f =
48

ReH
�5�

NuH = 4.115, for laminar flows �6�
The variation in the ratio of the calculated friction factor to the
plane channel friction factor with ReD is shown in Fig. 4. It is
observed that the friction factor is higher for configurations with
higher pin fin density �SD�1.5�. At very low Reynolds numbers,
the losses are dominated by friction drag, but as the Reynolds
number increases and wake recirculation develops, form drag
dominates. As the pin density increases, both friction and form

drag increase. The friction drag increases due to the flow accel-
eration between pins and the larger induced shear stresses on the
sides of the pin and the end wall, whereas in spite of the size of
the wake decreasing, larger pressure losses are also incurred re-
sulting in an increase in form drag. Thus, from the stand point of
friction factor augmentation, low pin densities are desirable.

The heat transfer coefficient augmentation with respect to an
equivalent plane channel is compared in Fig. 5. It is observed that
the configurations with SD�1.5 exhibit augmentation ratios less
than unity at low Reynolds numbers, which gradually increase
above unity with the development of wake instabilities. The low
values are mostly caused by the end wall viscous effects and by
the large recirculating wakes. As the pin fin density increases,
flow acceleration near heat transfer surfaces and smaller wakes
has a large favorable impact on the augmentation ratio, which is
greater than unity, even at low Reynolds numbers. The augmen-
tation in thermal conductance, which takes into effect the increase
in area due to the pins over an equivalent channel is shown in Fig.
6. The trends are similar to the heat transfer coefficient. The high
density pins provide a larger augmentation in surface area over an
equivalent channel and hence the heat conductance augmentation
increases with pin density. The augmentation ranges from 0.9 to
2.5 at low densities to a maximum of 4–10 at the highest pin
density of SD=1.1.

5 Performance Measures
It is apparent from the results that high pin densities increase

the ability to transfer more heat but at the same time increase the
friction also. In choosing an optimal configuration, we entertain
the scenario of an existing heat exchanger using plain channels as
the basic heat exchange conduit, which is to be replaced with
channels populated with pin fins to increase the overall heat ca-

Fig. 2 Validation of the current study—NuD versus ReD

Fig. 3 Validation of the current study—f versus ReD

Fig. 4 Variation in friction factor ratio with ReH for all SD
values

Fig. 5 Variation in heat transfer coefficient with ReD
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pacity. Two objectives are investigated for the conversion: one in
which the configuration with the largest augmentation in conduc-
tance is selected but at the same pumping power as expended in a
plain channel and another in which an increase in conductance is
desirable at the same pumping power but at minimal entropy gen-
eration or operating costs. In both cases, the gains in heat conduc-
tance can be passed onto decreasing the effective surface area or
volume to increase the compactness of the heat exchanger.

5.1 Increase in Heat Transfer Capacity for a Given Pump-
ing Power. The objective of the first performance measure is to
find the augmentation in heat capacity afforded by placing pin fins
in a plain channel keeping the pumping power the same. The
dimensions of the plane channel are the same as that of the pin
finned channel with the pins removed. To facilitate the analysis we
first obtain an equivalent flow rate in a plain channel by removing
pins from an existing channel. In this scenario, to maintain the
same pumping power, the flow rate in the plane channel will in-
crease due to the reduced friction. The heat transfer in the plane
channel with this increased flow rate is then compared with the
pin finned channel. The ratio of pumping power between a pin
finned and plane channel is given as

Power

Powerch
=

NDh
�

L

Ac
�

Ach
�

f

fch

umax

�

uch
� �3

�7�

The plane channel Reynolds number is obtained, as shown below

ReDH
= ReD

uch
�

umax
�

DH
�

D
�8�

In Eq. �7�, the friction factor is expressed in terms of the equiva-
lent Reynolds number for a plane channel ReDH,ch, as in Eq. �8�,
and the ratio of channel velocity and pin finned channel maximum
velocity �uch

� /umax
� � is obtained in terms of ReDH,ch with the power

ratio set to unity. This ratio is then used to compute the equivalent
plane channel Reynolds number from Eq. �8�. No more iteration is
needed if the obtained plane channel Reynolds number is laminar.
If the plane channel Reynolds number obtained from the above
procedure is not in the laminar range �ReDH,ch�2300�, Eq. �8� is
revisited and the friction factor is expressed using the Petukhov
�26� correlation for turbulent flow �Eq. �9��. The turbulent corre-
lation for f is used with Eqs. �7� and �8� to obtain a corrected
ReDH,ch

fch = �0.790 ln�ReDH
− 1.64��−2 �9�

The calculated equivalent plane channel Reynolds number
�ReH,ch=0.5 ReDH,ch� can be plotted against the Reynolds number
of the pinned channel based on pin fin diameter. This figure �not
shown� can be used to obtain the required operating Reynolds
number ReD of a pin finned channel, for a given plane channel
operating at Reynolds number ReH,ch, under the condition of same

pumping power for both. For example, to replace a plain channel
operating at ReH,ch=150 with the same power consumption, a pin
finned channel with SD=1.1 would operate at ReD=25, whereas
for SD=1.2 at ReD=44. Using the relationship between ReH,ch and
ReD for the same power consumption Fig. 7 for SD�1.5 and Fig.
8 for SD�1.5 show the increase in thermal conductance if the
plain channel is replaced with a pin finned channel of a given pin
density. It is observed that for channels operating at ReH�200,
pins placed at SD� =1.5 are necessary to provide any augmenta-
tion in conductance—pins at SD�1.5 decrease the overall heat
capacity. Channels operating in the laminar range ReH�1000 are
very dependent on the pin fin density SD for augmenting the heat
capacity. For example, at ReH=500, inserting pin fins with SD
=1.1 would provide an augmentation of about 300%, whereas a
configuration with SD=1.5 would provide an augmentation of
70%. However, the augmentation in heat capacity becomes rela-
tively independent of the pin density for a channel operating in the
turbulent regime.

5.2 Entropy Generation Minimization. The objective with
this measure is to find a thermodynamic optimum spacing,
whereby the system destroys the least amount of exergy �25�. In a
convective heat transfer process, the competing losses are the heat
transfer and friction losses, which account for the thermodynamic
irreversibility. The friction irreversibility increases with Reynolds
number, whereas the irreversibility due to heat transfer decreases.
This leads to an optimum Reynolds number at which the irrevers-
ibility is minimized. The second law analysis for a pin fin array is
studied assuming the fin has a small Biot number �Bi�0.1�, con-
stant thermal conductivity of the pin fin material, and insulated
pin fin tip. The last assumption is valid due to the symmetry of the
flow conditions along the midplane at 0.5H, thus simplifying the

Fig. 6 Variation in thermal conductance with ReD

Fig. 7 Increase in thermal conductance compared with plane
channel for the same pumping power for higher density
configurations

Fig. 8 Increase in thermal conductance compared with plane
channel for the same pumping power for lower density
configurations
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geometry, with an insulated pin fin of height one-half of the pin
fins inside the channel.

The array of pin fins is assumed to contain N rows and V
columns. The total heat transfer rate in terms of the temperature
difference between the freestream and the fin base is obtained by
solving the heat equation for a pin fin with an insulated tip �26�.
Using the characteristic scales defined earlier, the nondimensional
form of the above equation is obtained as

�B =
QB

	
2 NV�Nus

k�

kw
� �0.5

tanh�H�Nus
k�

kw
� �0.5� + Nuw�A − 	

4 NV�
�10�

The entropy generation rate for a fluid flowing around a sub-
merged body is expressed by Bejan �27� as follows:

Sgen
� =

QB
��B

�

T

�2 +

ṁ��P�

�T

�

�11�

The first term in Eq. �11� is the entropy generation term due to
heat transfer and the second term corresponds to the entropy gen-
eration due to friction losses. The mass flow rate for a section of
the pin fin array is given in terms of the maximum average veloc-
ity umax

� as follows:

ṁ� = �umax
� H�

2
�V − 0.5��ST

� − D�� �12�

The characteristic entropy generation rate scale is defined as fol-
lows �27�:

S� =
QB

�2umax
�

kw
� ��T


�2 �13�

Following Bejan �27�, the nondimensional entropy generation
number is given as follows:

NS = NS,H + NS,F = Sgen
� /S� �14�

Simplifying the above terms the entropy generation number due to
heat transfer is given as follows:

NS,H = �ReD�	
2 NV�Nus

k�

ks
��0.5

tanh�H�Nus
k�

ks
��0.5� + Nuw

��

k� �A

− 	
4 NV��−1 �15�

Similarly, the entropy generation number due to the friction losses
is given as follows:

NS,F = 1
4NH�V − 0.5��ST − 1�f ReD

2 B �16�

In the above Eqs. �15� and �16�, the nondimensional groups are
defined as listed below

Nus =
h�D�

k�
, Nuw =

hw
� D�

k�

ReD =
umax

� D�

�
, Re� =

u�
�D�

�

B =
�k��3T


�

QB
�2

Following Taufiq et al. �28�, the nondimensional cost of opera-
tion is considered. If the capital cost of the fin material per unit
volume is assumed as negligible, the total operating cost of the
system is given as follows:

� = NS,H + 
 �S,F
�

�S,H
� �NS,F �17�

The above Eq. �17� is nondimensionalized using the unit cost of
lost work due to heat transfer irreversibility as the characteristic
cost. The ratio ��S,F

� /�S,H
� � is typically set to unity �28�, reducing

the total operating cost given in Eq. �17� to the total entropy
generation number. This provides an additional interpretation of
the total entropy generation number. Thus, an interpin spacing that
provides the least entropy generation number also provides the
least total operating cost. In above Eqs. �15� and �16�, the Nusselt
number and Reynolds number and the friction factors are obtained
from the present numerical studies and not based on existing ex-
perimental correlations.

Differentiating Eq. �14� with respect to SD and setting it to zero
results in an optimum SD. Similarly, for a given SD, an optimum
ReD can be obtained by differentiating Eq. �14� with respect to
ReD and setting it to zero. For all the calculations, the parameter B
is set to 0.00001, which is for laminar flows �27–29� and the ratio
of the fluid to solid coefficient of thermal conduction is set to
0.0001 �27–29�. Figure 9 shows the variation in the total entropy
generation number with Reynolds number for SD=1.5. The en-
tropy generation number due to heat transfer tends to decrease
with increasing Reynolds number due to increased heat transfer
coefficients at higher Reynolds numbers and the entropy genera-
tion number due to friction increases with increasing Reynolds
numbers, due to the increasing friction losses with Reynolds num-
bers �25�. It is observed that there is an optimum operating Rey-
nolds number of 370 at which the entropy generation number is a
minimum. Similar results are obtained for all geometries, where
an optimum Reynolds number is observed. The relative impor-
tance of the two irreversibility mechanisms is described by the
irreversibility distribution ratio �, which is defined as �25�

� =
Fluid flow irreversibility

Heat transfer irriversibility
=

NS,F

NS,H
�18�

A plot of the above parameter is shown in Fig. 10. For all SD
values, when ReD�250, the heat transfer irreversibility tends to
dominate, with � being less than 1. Beyond ReD=250, the irre-
versibility distribution ratio is more than 1 for SD=1.1, indicating
that the fluid flow friction irreversibility tends to dominate. This is

Fig. 9 Entropy generation number for SD=1.5, B=0.00001

Fig. 10 Variation in irreversibility distribution ratio with Rey-
nolds number for all SD values
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the case for all domains beyond ReD=300. The variation in the
total entropy generation number with the Reynolds number for all
SD values is shown in Fig. 11. The configuration with the least
entropy generation number is preferable. At relatively higher Rey-
nolds numbers �ReD�200�, configurations with SD=1.3, 1.4, and
1.5 are comparable, with the least entropy generation number ob-
served for SD=1.4, as seen from the inlaid plot for the relatively
higher Reynolds numbers. For this range of Reynolds numbers,
the entropy generation number is much higher for SD=1.1, which
increases with Reynolds number due to the irreversibility caused
by much higher friction losses, thus causing adverse exergy
losses. Conversely, at low ReD�200, SD=1.1 is quite competitive
with the other configurations because of the relatively high heat
transfer coefficient and conductance, which reduces the irrevers-
ibility.

5.3 Discussion on Combining Both Performance
Measures. Using the equivalent pin fin channel Reynolds number
ReD �with the same pumping power� for a given plane channel
Reynolds number ReH,ch, the increase in conductance �Fig. 7� and
irreversibility �Fig. 11� for SD=1.1, 1.2, 1.3, and 1.4 are summa-
rized in Table 4. Table 4 compares the two selection criterion
�maximum gain in conductance versus minimum irreversibility�
for three plane channel Reynolds numbers of 100, 1000, and
1700. The variation in Ns with the equivalent plane channel Rey-
nolds number ReH,ch is given in Fig. 12 for these four pin fin
spacings. For all three channel Reynolds numbers, using a pin
configuration with SD=1.1 gives the largest augmentation in heat

capacity, whereas using SD=1.4 gives the smallest irreversibility
or operating costs, as seen in Table 4 and also in Fig. 12. At the
low Reynolds number �ReH,ch=100�, the percentage increase in
thermal conductance for interpin fin spacing of 1.1 is more than
three times than that for an interfin spacing of 1.4, but at the same
time, the operating cost associated with the spacing of 1.1 is al-
most four times more when compared with an interfin spacing of
1.4. The comparative increase in thermal conductance decreases
as the plane channel Reynolds number increases with a corre-
sponding decrease in the operating cost for SD=1.1 with respect to
SD=1.4. The ratio of increase in thermal conductance and operat-
ing cost are almost equal when the plane channel Reynolds num-
ber is in the turbulent regime at ReH,ch=1700. If the largest in-
crease in conductance or compactness is the prime objective
irrespective of other costs, then the obvious choice is SD=1.1. If
the operating costs are of prime importance, then SD=1.4 is the
most suitable configuration. However, there might be some situa-
tions that may be forgiving of some deviations from the prime
objective. In such cases, both criteria can be used to come up with
a near optimal design. For example, at ReH,ch=1000, use of SD
=1.2 reduces the irreversibility or operating cost by a factor of 1.5
while reducing the heat capacity by only 1.13. Thus, it can be seen
that the developed and presented methods in this work can be
effectively used to design a pin fin array based on the application
constraints.

6 Summary and Conclusion
Cylindrical pin fins of intermediate slenderness ratio in cross

flow at low Reynolds numbers �ReD�600� in a minichannel have
been investigated numerically to determine the effect of pin den-

Fig. 11 Total entropy generation rate Ns versus pin finned
channel Reynolds number ReD

Table 4 Comparison of SD=1.1, 1.2, 1.3, and 1.4 for ReH,ch=100, 1000, and 1700

SD ReH,ch ReD Percent increase in K NS %K /%K1.4 NS /NS,1.1

1.1 100 16.16 283.68 23.37 3.90 3.79
1.2 100 30.11 149.31 15.98 2.05 2.59
1.3 100 41.58 104.85 10.28 1.44 1.67
1.4 100 61.48 72.69 6.16 1.00 1.00

SD ReH,ch ReD Percent increase in K NS %K /%K1.4 NS /NS,1.1
1.1 1000 154.74 406.46 2.19 1.91 2.49
1.2 1000 234.82 249.54 1.43 1.18 1.63
1.3 1000 294.15 216.66 1.096 1.02 1.25
1.4 1000 413.53 212.34 0.88 1.00 1.00

SD ReH,ch ReD Percent increase in K NS %K /%K1.4 NS /NS,1.1
1.1 1700 278.68 539.31 1.88 1.39 1.74
1.2 1700 430.21 507.5 1.24 1.31 1.15
1.3 1700 522.73 439.1 1.11 1.13 1.03
1.4 1700 705.43 387.02 1.08 1.00 1.00

Fig. 12 Total entropy generation rate Ns versus plane channel
Reynolds number ReH,ch

061702-6 / Vol. 132, JUNE 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sity on the heat transfer and fluid flow. In the studied range of
Reynolds numbers, the heat transfer is primarily affected by the
size and the extent of the pin wake recirculation zone. Any aug-
mentation technique that might affect the pin wake would thus
contribute to the increased heat transfer augmentation. In this
study, the effect of accelerating the flow around the pins by in-
creasing the pin fin density is investigated.

Denser configurations provide the maximum heat transfer aug-
mentation, with a corresponding increase in the friction factor
augmentation. Two performance measures are used to compare
the different pin fin densities in a scenario in which a plain chan-
nel is replaced with a pinned channel at the same pumping power.
The first measure is the increase in heat transfer capacity com-
pared with a plane channel. It is shown that channels operating in
the laminar range are very dependent on the pin fin density SD for
augmenting the heat capacity—denser pin packing has distinct
advantages. However, the augmentation in heat capacity becomes
relatively independent of the pin density for a channel operating in
the turbulent regime.

The second measure used is based on EGM. The contribution of
friction irreversibility to the total irreversibility tends to dominate
when the Reynolds number is higher than 250 for most SD values.
At Reynolds numbers �ReD�200�, configurations with SD=1.3,
1.4, and 1.5 are comparable in minimizing entropy generation,
with the least entropy generation observed with SD=1.4. For this
range of Reynolds numbers, the entropy generation is much
higher for SD=1.1 due to the irreversibility caused by much higher
friction losses, and which increases with Reynolds number. At low
ReD�200, SD=1.1, 1.2, and 1.3 are quite competitive with the
other configurations because of the relatively high heat transfer
coefficient and conductance, which reduces the irreversibility.

It is shown that both measures can be used independently with-
out regard to the other depending on the objective or can be used
together to obtain near optimal solutions.

Nomenclature
A � area
B � heat dissipation number, dimensionless group

Bi � Biot number
D � pin diameter

DH � hydraulic diameter
H � domain height, slenderness ratio
K � thermal conductance
L � domain length
N � number of pin rows

NS � total entropy generation number
NS,F � entropy generation number due to friction
NS,H � entropy generation number by heat transfer

Nu � Nusselt number
P ,p � pressure

Pr � Prandtl number
Q � heat transfer

Re � Reynolds number based on pin diameter
S � entropy generation rate characteristic scale

SD � interpin spacing
Sgen � entropy generation rate

SL � streamwise pitch
ST � spanwise pitch
T � temperature
t � time

V � number of pin rows
f � friction factor
h � convective heat transfer coefficient
k � thermal conductivity

kw � thermal conductivity of end wall
ṁ � mass flow rate
q� � constant heat flux on the pin fin and channel

walls

u � streamwise velocity
x � streamwise direction
x� � direction vector
� � mean pressure gradient
� � mean temperature gradient
� � nondimensional total operating cost
� � modified temperature

�S,F � unit cost of lost work for fluid flow
�S,H � unit cost of lost work for heat transfer

 � kinematic viscosity
� � fluid density

� � irreversibility distribution ratio

Subscripts
B � pin fin base or end wall based values
D � values based on pin diameter

DH � hydraulic diameter based values
H ,h � values based on channel height

c � cross section
ch � smooth channel

max � maximum values
ref � reference values

s � values at the surface
w � values based on the end wall
� � values based on friction velocity

 � freestream values

Superscripts
� � dimensional values
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Heat and Mass Transfer on the
Unsteady Magnetohydrodynamic
Flow Due to a Porous Rotating
Disk Subject to a Uniform Outer
Radial Flow
An unsteady flow and heat transfer of an incompressible electrically conducting fluid
over a porous rotating infinite disk impulsively set into motion are studied in the present
paper. The disk finds itself subjected to a uniform normal magnetic field. The particular
interest lies in searching for the effects of an imposed uniform outer radial flow far above
the disk on the behavior of the physical flow. The governing Navier–Stokes and Maxwell
equations of the hydromagnetic fluid, together with the energy equation, are converted
into self-similar forms using suitable similarity transformations. A compact, uncondition-
ally stable, and highly accurate implicit spectral numerical integration algorithm is then
employed in order to resolve the transient behavior of the velocity and temperature fields.
The time evolution and steady state case of some parameters of fundamental physical
significance such as the surface shear stresses in the radial and tangential directions and
the heat transfer rate are also fully examined for the entire family of magnetic interac-
tion, radial flow, and suction/blowing parameters. �DOI: 10.1115/1.4000963�

Keywords: radial flow, unsteady MHD flow, porous rotating disk, heat transfer

1 Introduction
The mathematical modeling of a rotating disk flow is an inter-

esting problem from a mathematical point of view since it is, to
some degree, less difficult to deal with the governing equations as
compared with the other complicated fluid flow phenomena in
fluid mechanics. The magnetohydrodynamic �MHD� fluid flow
problem of a rotating disk also finds special places in several
science and engineering applications, for instance, in turboma-
chinery, in cosmical fluid dynamics, in meteorology, in computer
disk drives, in geophysical fluid dynamics, in gaseous and nuclear
reactors, in MHD power generators, flow meters, pumps, and so
on. Moreover, in a close connection with the uniform radial outer
flow case, as considered in this paper, the rotating disk flow is
relevant to the chemical vapor deposition reactors used for depos-
iting thin films of optical and electrical materials on substrates in
the electrochemical industry. The gas flow for the operation of
such reactors can be considered as a uniform axial flow incident
on a rotating disk and it is desirable that the flow close to the
substrate be laminar and free from instability to ensure uniform
deposition.

The pioneering work of Kármán �1� has shed light upon many
further studies on the rotating disk flow. The effects of unsteadi-
ness on the Kármán flow were investigated by Yoo �2�. The recent
work by Takeda et al. �3� explored the permeable wall conditions.
The analogous heat transfer problem for steady and unsteady
flow cases were examined in Refs. �4,5�. Hossain et al. �6�
and Maleque and Sattar �7� investigated the influence of variable
properties on the physical quantities of the rotating disk pro-
blem by obtaining a self-similar solution of the Navier–Stokes
equations along with the energy equation. Kumar et al. �8� and
Turkyilmazoglu �9� covered the effects of a uniform external mag-
netic field on the steady flow over a rotating disk.

The present work is mainly motivated by the lack of investiga-
tion in the literature on the rotating disk flow imposed upon a
radial outer flow. To fill this gap, we consider the unsteady flow
and heat transfer of a viscous electrically conducting fluid over an
infinite porous rotating disk. The disk is subject to a uniformly
applied magnetic field in the wall-normal direction and also to a
uniform radial outer flow far above the disk. The uniform radial
flow assumption yields a radial pressure gradient upon the disk
owing to the potential flow theory. A set of transformations is used
then to reduce the governing equations of motion. The constructed
unsteady flow equations as well as the steady flow equations of
Navier–Stokes, Maxwell, and energy are solved later using an
implicit spectral Chebyshev collocation technique, which is free
of the numerical oscillation problem encountered in Refs. �6,10�
using a finite difference numerical integration procedure due to
the differences between the initial and boundary conditions.

2 The Problem Formulation
Let us consider the unsteady flow motion of a viscous, incom-

pressible, electrically conducting fluid over an infinite porous
disk, which is rotating with an angular velocity � about its axis of
rotation z. Figure 1 shows the axisymmetric flow model and the
cylindrical polar coordinate system �r ,� ,z�. A uniform magnetic
field of strength B0 is applied in the z direction. The disk is elec-
trically insulated so that induced electric currents cannot penetrate
it. It is assumed that the magnetic Reynolds number Rem
=�0�VL is negligibly small. Moreover, a uniform radial outer
flow above the porous disk affects the flow field given by ue
=�Cr. Although not necessary, we suppose C to be a positive
constant in the subsequent analysis. The application of the poten-
tial flow theory at the edge of the boundary layer signifies that a
radial pressure gradient is induced in the form, see Ref. �11�

−
�p

�r
= ��2C2� + �C�B0

2�r
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The dimensionless mean flow velocities, pressures, and tem-
peratures develop alongside a boundary layer coordinate Z
= ��� /��z in accordance with the self-similarity variables, see
Ref. �6�

�u,v,w� = ��rF�t,Z�,�rG�t,Z�,���H�t,Z��
�1�

�p,T� = ���P�t,Z�,T� + �Tw − T����t,Z��

where the similarity functions F, G, H, P, and � satisfy the fol-
lowing nonlinear partial differential equations:

�F

�t
+ F2 − G2 + F�H − F� + MF − C2 − MC = 0

�G

�t
+ 2FG + G�H − G� + MG = 0

�H

�t
+ P� + H�H − H� = 0 �2�

2F + H� = 0

��

�t
−

1

Pr
�� + H�� = 0

A symmetry is present in system �2� for C, if the non-MHD flow
is taken into consideration. In addition to this, a prime denotes a
derivative with respect to Z, M =�B0

2 /�� is the magnetic interac-
tion parameter representing the ratio of magnetic to inertial forces
and the boundary conditions accompanying the system �2� for all
time t are given as
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Fig. 2 The time progression of basic flow quantities for the rotating disk flow are shown for an MHD „M=1… and
permeable wall case „s=1…, respectively, in „a… the radial velocity profiles, „b… the circumferential velocity profiles,
„c… the wall-normal velocity profiles, and „d… the temperature profiles. The snapshots are given at 0.5 increments
in time. The dot-dashed curves correspond to the large time limit as well as the steady solution.
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Z = 0, F = 0, G = 1, H = s, P = 0, � = 1
�3�

Z → �, F → C, G → 0, � → 0

The system is also supplemented with the subsequent initial val-
ues valid for all Z

t = 0, F = 0, G = 0, H = 0, P = 0, � = 0 �4�
Equations �2�–�4� represent the unsteady Navier–Stokes equa-

tions along with the energy equation, whose corresponding steady
state counterparts are identical to those of Kumar et al. �8�, if C is
also removed from the corresponding equations. It may be re-
marked that Eqs. �2�–�4� and the corresponding steady state equa-
tions also represent the flow over a rotating sphere or cone, see
Ref. �12�.

The action of the viscosity in the fluid adjacent to the disk sets
up a tangential shear stress, which opposes the rotation of the
disk. As a consequence, it is necessary to provide a torque at the
shaft to maintain a steady rotation. To find the tangential shear
stress 	� and radial shear stress 	r, we apply the Newtonian for-
mulae

	� = �� �v
�z
��

z=0

= �r��

�
G��t,0�

�5�

	r = �� �u

�z
��

z=0

= �r��

�
F��t,0�

The rate of heat transfer from the disk surface to the fluid is
computed by the application of Fourier’s law, as given below

q = − � �T

�z
�

z=0

= −��

�
���t,0� �6�

from which the normalized Nusselt number can be obtained. The
torque generated by the disk is then expressed as

− 2
	
0

R

�vz
z=0r
2dr = − 2
��

R4

4
��

�
G��t,0�

Therefore, in what follows, we numerically compute F��t ,0�,
G��t ,0�, and ���t ,0� to understand the underlying physics of the
problem.

3 Numerical Procedure
It can be immediately noticed that a discontinuity is present

between initial values and boundary conditions in Eqs. �3� and �4�.
There are a number of numerical procedures to discretize system
�2�–�4�. The most frequently used are the classical explicit or im-
plicit finite difference techniques. But no matter the type of dif-
ferencing, the resulting numerical algorithm gives rise to numeri-
cal oscillations. The numerical oscillations were often reported
during the numerical simulation of the unsteady rotating disk
flows, see, for instance, Refs. �6,10�. To cope with these deficien-
cies and obtain the unsteady solution at one go, we propose here
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Fig. 3 The time progression of physically significant parameters are shown for the conducting flow case with
M=1 and C=0, respectively, in „a… F�„0…, „b… −G�„0…, „c… H„�…, and „d… −��„0…. A dashed line corresponds to the
steady state value.
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to use the spectral Chebyshev method, see Ref. �13�. In compli-
ance with this purpose, the infinity physical domain of computa-
tion is mapped first onto the interval �� �−1,1� via the linear
transformation �=−1+2Z /Zmax. Next, the nonlinear terms in Eq.
�2� are linearized with the usual Newton linearization technique. A
forward time differencing for the derivative of F is appropriate at
this stage in the form

�F

�t
=

Fj+1 − Fj

�t

Taking into account the advantage of implicit schemes, the linear-
ized terms are also imposed at the time t+�t. A Chebyshev col-
location based on the well-known Chebyshev polynomials is later
employed in the wall-normal direction �. In view of the above
remarks, system �2�–�4� can be cast into a matrix form

AU j+1 = B �7�

which is eventually solved with an LU matrix decomposition tech-
nique.

As compared with the finite difference methods, the method
devised here is robust, unconditionally stable, and easy to pro-
gram due to its compact matrix form in Eq. �7�. More details of
the integration scheme without the time derivatives �steady state�
can be found in Ref. �14�.

4 Results and Discussion

4.1 Unsteady Flow Results. Starting from the zero initial
state, the ideal flow over a disk evolves impulsively by a sudden
action of rotation of the disk, and as time passes, the flow settles
down to a steady state. This action of the fluid flow is shown in
Figs. 2�a�–2�d� for a magnetic �M =1� and porous disk �s=1� with
C=1, respectively. Figures are displayed for the time development
of the flow quantities by a time step �t=0.05, but taken at a
snapshot of t=0.5. The sufficiently large time solution as well as
the steady solution are also shown by the dot-dashed curves. Fig-
ures show how the impulsive motion ends up with a steady state,
which were calculated by ignoring the time derivative terms in
Eqs. �2�–�4�. It is further noticeable from the figures that the cir-
cumferential velocity attains its steady state quickest as compared
with the other physical variables. It is no surprising to witness that
the magnetic field helps the velocities to reach their asymptotic
limit faster, even though it delays the attendance for the tempera-
ture field due to the well-known increasing temperature impact of
the magnetic field through the wall-normal velocity H. What is
surprising here is that, the presence of a uniform radial outer flow
leads the whole flow field to settle down to its steady state coun-
terpart as rapidly as possible, which was found to be the case for
all values of the parameters accounted for.
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Fig. 4 Effects of the uniform outer radial flow on the basic flow quantities for the rotating disk flow are shown for
a non-MHD and impermeable wall case, respectively, in „a… the radial velocity profiles, „b… the circumferential
velocity profiles, „c… the wall-normal velocity profiles, and „d… the temperature profiles. The increment in C is 0.25
units.
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It is next demonstrated in Figs. 3�a�–3�d� the time development
of F��0�, −G��0�, H���, and −���0�, respectively, for the �M =1�
case with no outer radial flow, which are closely related to the
radial skin friction, azimuthal skin friction �also torque�, axial
velocity at infinity, and the local rate of heat transfer for Pr
=0.72 and all computed with a step size of t=0.01. The known
effects of a uniform suction and injection are well captured in the
figures. The steady state values are also shown by the broken lines
in each figure. It can again be seen that the method successfully

generates the steady state values of the physically important pa-
rameters, the fastest for the case of tangential skin frictions con-
sistent with Figs. 2�a�–2�d�.

4.2 Steady Flow Results. In order for assessing the accuracy
of the numerical technique, a comparison is made in Table 1 be-
tween the steady state results corresponding to system �2�–�4� for
M =0.5, C=0, and Pr=1.0 with those of Kumar et al. �8�. An
excellent agreement can be observed from the table.

Effects of the radial flow parameter C on the radial, tangential,
and axial velocity profiles F ,G ,H and on the temperature profile
� for M =1 and Pr=0.72 are presented in Figs. 4�a�–4�d� for an
impermeable wall. From the figures, it is evident that the radial
velocity F, the axial velocity −H, and the temperature � increase
everywhere as C increases but the tangential velocity G is re-
duced. The physical reason for this behavior is that an increase in
C implies an increase in the radial outer flow, which imports extra
momentum into the boundary layer near the disk. This increases
the axial inflow, radial outflow, and temperature. As a result, the
radial, axial velocity, and temperature increase with C. Further-
more, the tangential velocity is reduced, thinning the boundary
layer thickness, whereas thickening the thickness of thermal
boundary layer.

The variation in the surface shear stresses on the radial and
tangential directions F��0�, −G��0�, and the surface heat transfer
−���0� with C for 0�M �6 and Pr=0.72 is shown in Figs.

Table 1 Comparison of the numerical solutions of the vertical
suction velocity „H„�…… and the heat transfer coefficient
„−��„0…… obtained for Pr=1 and M=0.5 for a variety of s. Super-
scripts 1 and 2, respectively, refer to the values from the
present and Ref. †8‡.

s H���1 −���0�1 H���2 −���0�2

−4 −4.00700706 4.00239513 −4.00700 4.002395
−3 −3.01528894 3.00532198 −3.01530 3.005322
−2 −2.04131653 2.01505125 −2.04130 2.015051
−1 −1.14101328 1.05911937 −1.14100 1.059119
0 −0.45888005 0.28265593 −0.45888 0.282656
1 −0.03213052 0.00343275 −0.03213 0.003433
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Fig. 5 The variation in physically significant parameters are shown against the radial flow parameter C for the
conducting flow with a variety of M, respectively, in „a… F�„0…, „b… −G�„0…, and „c… −��„0…. The increment in M is 2
units.
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5�a�–5�c�, respectively, for a nonporous disk. For a fixed M, it is
seen that they all increase with increasing C, since an increase in
C enhances the radial outer flow, which accelerates the fluid near
the surface. On the other hand, for a fixed C, the tangential skin
friction increases with M. The contribution appears to be twofold
on F��0� and −���0�. Both decrease initially with small values of
C near 0, and then they start increasing with an increase in C for
all values of M. Hence, the three physical parameters increase for
increasing values of C for all M. It can be deduced that the well-
known enhancing heat transfer rate property of a vertically ap-
plied uniform magnetic field is delayed under the action of a uni-
form radial outer flow, particularly for small values of radial flow
parameters.

5 Conclusions
A new solution of the Navier–Stokes along with the energy

equations governing the unsteady viscous MHD flow over an in-
finite disk rotating in a fluid upon which a uniform radial outer
flow is imposed has been obtained in the present work. The self-
similar steady and unsteady equations resulting from some suit-
able transformations have been numerically solved using an im-
plicit spectral Chebyshev collocation scheme, whose efficiency
and accuracy have been verified first solving the model problem in
the absence of the radial flow. The subsequent conclusions may be
drawn from the outcomes.

�1� The exploration of the transient character of the flow field
has shown that the circumferential velocity attains its
steady state quickest and the contribution of the uniform
radial outer flow is to accelerate the settle down process of
the unsteady flow into its steady state.

�2� The steady state solution has shown that the radial and axial
velocities, and also temperature, increase as the radial flow
parameter increases, unlike the tangential velocity.

�3� For a fixed magnetic interaction parameter, the radial and
tangential skin friction coefficients, as well as the rate of
heat transfer, increase with an increasing radial flow param-
eter for a nonporous rotating disk.

�4� For very small values of the radial flow parameter, the heat
transfer near the wall is reduced initially, even in the pres-
ence of a strong magnetic field.

Nomenclature
� � angular velocity

�r ,� ,z� � variables of cylindrical polar coordinates
�p ,T� � pressure and temperature fields

�u ,v ,w� � velocity field
� � wall-normal coordinate

C � dimensionless radial flow parameter
s � wall suction or injection parameter

�Tw ,T�� � constant temperature at the wall and infinity
�� ,� ,�� � density, kinematic viscosity, and electrical con-

ductivity of the fluid
�cp ,�� � specific heat at a constant pressure and coeffi-

cient of thermal conductivity
�0 � magnetic permeability

�F ,G ,H� � similarity variables for velocities
�P ,�� � similarity variables for pressure and

temperature
�Rem ,Pr� � magnetic Reynolds and Prandtl numbers

M � magnetic interaction parameter
�V ,L� � characteristic velocity and length

�	r ,	�� � shear stresses on the wall
q � heat flux
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In this study, the heat transfer and friction correlation of a single row heat exchanger
with helically finned tubes are experimentally determined. The transversal tube pitch was
parametrically varied. A detailed description of the test rig and the data reduction pro-
cedure is given. A thorough uncertainty analysis was performed to validate the results.
The proposed heat transfer correlation can describe 95% of the data within �11% and
shows a 4.49% mean deviation. The friction correlation predicts 95% of the data within
�19% with a mean deviation of 6.84%. The new correlations show the same trend as
most correlations from open literature, but none of the literature correlations are able to
accurately predict the results of this study. �DOI: 10.1115/1.4000706�
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1 Introduction
Fin-and-tube heat exchangers are widely used to transfer heat

between liquid and gas. Examples include condensers and evapo-
rators in HVAC&R applications �heating, ventilation, air condi-
tioning and refrigeration�, water and oil cooling in vehicles or
process plants, etc. The dominant heat transfer resistance �up to
85% of the total thermal resistance� in these processes is located
on the gas side due to the lower thermal conductivity of the gas. In
order to improve the heat transfer rate, the exterior surface area is
increased by adding fins. The disadvantage of adding fins is that
the gas side frictional pressure drop increases.

This study focuses on individually finned tubes for compressed
air cooling using water. These tubes are more rugged than the
continuous fin designs, but also less compact. Commonly used fin
designs are the plain circular fin, the helical fin, and annular en-
hanced designs such as segmented or slotted wire loop fins �1,2�.
There are various ways of manufacturing these finned tubes; the
fins can be attached to the tubes by a tight mechanical fit, tension
winding, adhesive bonding, soldering, brazing, or welding �3�.
These processes result in a contact resistance between the tube
and the fin. In most studies this effect is neglected. In a recent
combined experimental and numerical study, Kim et al. �4� deter-
mined thermal contact conductances in the order of
6000–10,000 W /m2 K, which is two orders of magnitude larger
than the air side convective heat transfer coefficient, but depend-
ing on the liquid velocity, only a few times larger than the con-
vective heat transfer coefficient on the liquid side. So, for the
target application the impact of the contact resistance will be
small. Kim et al. �4� also showed that the value of the contact
resistance is strongly dependent on manufacturing parameters. So
care should be taken to ensure good metallic contact. In this study,
monofinned tubes are considered. The helical fins are extruded out
of the base tube, eliminating the contact resistance. The helically
finned tube and the cross section studied in this work are shown in
Fig. 1. These tubes were used to manufacture a single row heat
exchanger with varying tube pitch.

Heat exchangers consisting of individually finned tubes have
been studied extensively in the past. However, most data are fo-
cused on multirow heat exchangers �5–13�. Jameson and Schenec-

tady �5� performed an experimental study on the effect of the tube
spacing on the pressure drop and heat transfer of helically finned
tubes. For various tested tube arrangements, the values of the
proportionality constants, which are needed to evaluate the sug-
gested pressure drop equations, are tabulated. Jameson and Sche-
nectady �5� also deduced a relation similar to the fanning equa-
tion, relating the pressure drop data for all the tube sizes and
arrangements tested. A pressure drop correlation applicable to
both bare and finned tube bundles was established by Gunter and
Shaw �6�. In the discussion accompanying this article, Jameson
validated the correlation with his own test data and suggested a
revised expression. Other authors have also questioned the
Gunter–Shaw relationship �1,7,8�. Two widely cited correlations
for a staggered tube layout are the Briggs–Young �9� �heat trans-
fer� and Robinson–Briggs �8� �pressure drop� correlation. These
relations are recommended by Webb �1� based on “the rigorous
manner in which the correlations were developed and the wide
range of the data which they are based on.” Mirkovic �10� per-
formed tests on heat exchangers with helically finned tubes in a
staggered eight row configuration to determine the thermal and
hydraulic characteristics. He reported correction factors for other
numbers of tube rows. The heat transfer and pressure drop corre-
lations suggested by the Engineering Sciences Data Unit �ESDU�
�14� are based on data for bundles containing four or more tube
rows. For bundles less than four rows deep, the ESDU �14� ad-
vised to multiply the Nusselt number with a correction factor as
recommended by Huber and Rabas �15�. The pressure loss coef-
ficient of a single row bundle is about 80% of that of a deep
bundle �16�. Using experimental data from open literature, Genic
et al. �13� established new pressure drop correlations for in-line
and staggered helically finned tube bundles. The staggered
bundles are divided into two groups: normal and densely-packed
tube bundles. They suggested the correction factors of Brauer
�17–19�, Yudin �20�, and Weierman �21� to calculate the pressure
drop for a one row heat exchanger. Eckels and Rabas �16� dem-
onstrated that the effect of the row number on heat transfer in
finned tube bundles is dependent on the Reynolds number, a point
which is not considered in the previously mentioned correction
factors. Depending on the Reynolds number, the heat transfer co-
efficient for a single row bank is 20–30% smaller than the
asymptotic value of a deep bank. Eckels and Rabas �16� also
discussed the row effect on the pressure drop. Comparing the data
of several authors, they concluded that the friction factor can in-
crease or decrease with the row number. Moreover, the influence
of the number of rows on the pressure drop is not only dependent
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on the Reynolds number but also on the tube diameter, tube pitch,
and fin density. Consequently, correcting the correlation of a mul-
tiple row tube bank to obtain the heat transfer coefficient or pres-
sure drop of a single row heat exchanger �as studied in this work�
does not result in accurate predictions. However, very little re-
search has been done on the thermal hydraulic behavior of heat
exchangers with one row of tubes. Jameson and Schenectady �5�
reported pressure drop data for a single row bundle. Lapin and
Schurig �22� experimentally determined the effect of the number
of staggered rows on the air side convective heat transfer coeffi-
cient. They studied finned tube banks with one to eight tube rows.
Schmidt �23� established a Nusselt correlation for one tube row of
a multirow heat exchanger. Sparrow and Samie �24� determined
the heat transfer and pressure drop characteristics for one and two
row tube bundles. For the one row tube bundle, the transversal
tube pitch was parametrically varied. They concluded that the
Nusselt numbers increase with decreasing transversal pitch due to
the higher velocities in the minimum cross section. The same
trend is found in the ESDU correlation �14�. However, Mirkovic
�10� observed that the Nusselt numbers increase when the trans-
versal tube pitch is enlarged. This result of Mirkovic �10� is ques-
tionable. By correlating the Nusselt numbers with the minimum-
area Reynolds number Rec, Sparrow and Samie �24� established a
heat transfer expression independent of the transversal tube pitch.
Most authors reported similar results �5,9,16,12,23�. The transver-
sal tube pitch also has an important influence on the pressure drop
over the bundle: The pressure drop increases with decreasing
pitch, due to the increasing blockage �5,8,9,12,14,24�. Again
Mirkovic �10� observed the opposite effect: An increase in pres-
sure drop with transversal pitch.

The above discussion reveals the need for more experimental
data of single row annular finned tubes. These heat exchangers are
used in applications where a rugged configuration and low pres-
sure drop are desirable, e.g., compressed air cooling. To the au-
thors’ knowledge, only two heat transfer correlations �22,24� and
one pressure drop correlation �5�, deduced from data of single row
heat exchangers, are available in open literature for design pur-
poses. The application ranges of these correlations differ and, as
will be shown, none of the literature correlations result in satis-
factory predictions for the heat transfer coefficients and friction
factors of the studied one row heat exchanger.

2 Experimental Equipment
The test rig consists of an open air wind tunnel and a closed

water cycle �see Fig. 2�. This test setup and the measurement
procedures were previously validated extensively. It is the same
setup as used by T’Joen et al. �25,26� to study the heat transfer of
a compact fin-and-tube heat exchanger in maldistributed flow. The
exit section area was reduced in order to obtain a higher exit
velocity. Measurements are performed on both the air and water
sides of the heat exchanger.

A radial fan �1� sucks air through a calibrated nozzle �ISO5167�
�2�. To determine the air mass flow rate, the pressure drop over the
nozzle is measured using a differential pressure transducer. The
fan is driven by a frequency controller, which allows setting an air
mass flow rate between 0.1 kg/s and 1.1 kg/s �corresponding with
a velocity range from 0.7 m/s to 7.4 m/s at the inlet of the test
section�. After the diffuser �3�, settling chamber �4� �with honey-
comb �cell size 1/2 inch �12.7 mm� – length 4 inch �101.6 mm��
�5� and screen flow straightener �6�� and sinusoidal contraction
section �7�, a uniform air flow enters the test section �8�. To avoid
flow separation, the diffuser angle is reduced using baffles �9�.
The dimensions of the wind tunnel are indicated in Fig. 2. The
flow uniformity at the inlet of the test section was illustrated by
T’Joen et al. �26� using a heated sphere anemometer and a bladed
rotor measuring device. Hotwire measurements performed at the
start of this measuring campaign confirmed these local velocity
measurements and the uniform inlet flow conditions.

A single row array of helicoidally monofinned tubes �10� is
placed in the test section �8�, which has a cross-sectional area of
485�255 mm2. Depending on the transversal tube pitch, eight or
ten tubes are positioned. The remaining gap is filled to Xt /2 to
prevent excessive flow bypass. The geometry of the tubes is listed
in Table 1. During the experiments these dimensions are fixed.
Only the transversal tube pitch is varied, yielding the dimension-
less values Xt /dext=1.92, 2.27, 2.45, 2.84, and 3.27.

The closed water cycle consists of an electric boiler �11� with a
power limit of 6 kW, several valves �12� and a circulation pump
�13�. The inlet water temperature is controlled with a
proportional-integral-derivative �PID� controller. The pump is
driven by a frequency controlled motor, thus allowing for a flow
rate to be set. The water mass flow rate is measured with a cali-
brated electromagnetic flow meter �14�. To prevent damage to the
heat exchanger by overpressure, pressure gauges monitor the
overall pressure level in the system. The test section, the tubes,
and the distributors bringing the hot water to the heat exchanger

Fig. 1 Tested monofinned tube: „a… tube with helical fins and
„b… cross section

Fig. 2 Experimental setup: open air wind tunnel and a closed
water cycle. The dimensions of the wind tunnel are also indi-
cated „in mm… „\: air flow; \: water flow…

Table 1 Dimensions of the tested monofinned tubes

dext �mm� 13.0�0.2
din �mm� 10.3�0.2
tfin �mm� 0.65�0.05
Dfin �mm� 24.8�0.05
Fp �mm� 2.4�0.05
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are surrounded by a box filled with vermiculite grains to avoid
heat losses to the environment during the measurements �see Fig.
3�. The water flows through the heat exchanger in two passes �4
�4 or 5�5 depending on the transversal tube pitch�.

3 Procedure
All temperatures were measured using calibrated K-type ther-

mocouples �indicated with T symbols in Fig. 2� and read with a
Keithley 2700 multimeter/data acquisition system ��15� in Fig. 2�.
Because of uniform inlet conditions, it was sufficient to insert
only two thermocouples in the test section upstream the heat ex-
changer to measure the incoming air temperature. The averaged
value was used in the calculations. Downstream the heat ex-
changer. the temperature profile of the cross section was no longer
uniform. Exit air temperatures were simultaneously measured on
ten different locations: two rails of each five thermocouples were
positioned in a cross section downstream the heat exchanger �see
Fig. 3�. The average of these ten values was used as the overall
average air exit temperature. A similar technique was used by
T’Joen et al. �25,26�. The water inlet and exit temperatures were
measured with two thermocouples placed in the center of the inlet
and outlet of the respective distributors. The pressure drop over
the heat exchanger and across the nozzle was measured with a
differential pressure transducer. A summary of the measurement
equipments and their uncertainties can be found in Table 2.

The measurements were performed under steady state condi-
tions for different Reynolds numbers. The steady state regime was
verified by monitoring the water temperature variation. Once
steady state was reached, each thermocouple took a series of 500
samples over a period of 2000 s and the measurements were then
averaged. Twice the standard deviation of the 500 temperature
measurements was used as uncertainty on these averaged tempera-
tures, as suggested by Moffat �27�. The signal of the water flow
meter was also logged every 4 s and averaged. As mentioned in
Table 2, the uncertainties on the water and air mass flow rates are
�2% and �1.5%, respectively. The test conditions can be found
in Table 3.

In order to be able to indicate the quality of the measurements,
a thorough uncertainty analysis was performed according to Mof-
fat �27�. The uncertainties on the calculated results were deter-
mined with the root-sum-square method �27�, unless it is men-
tioned otherwise. The errors estimated on the thermodynamic
properties of water and air are tabulated in Table 4 and were
determined based on recommendations in open literature �28–30�.

The air density was calculated from the ideal gas law and its
uncertainty resulted from the uncertainties on air temperature and
atmospheric pressure. The thermodynamic properties of water
were calculated based on the International Association for the
Properties of Water and Steam Industrial Formulation 1997
�IAPWS IF-97� �30�.

4 Data Reduction
The air and water mass flow rates and temperature measure-

ments are used to determine the overall heat balance on the water
and air sides of the single row bundle, according to Eqs. �1� and
�2�. Tair,in and Tair,out are the averaged air temperatures at the inlet
and outlet of the heat exchanger, respectively. The specific heat
capacities c̄p are determined at the averaged temperature between
the inlet and outlet and the corresponding pressure.

Q̇air = ṁair · c̄p,air · �Tair,out − Tair,in� �1�

Q̇w = ṁw · c̄p,w · �Tw,in − Tw,out� �2�

Q̇m =
Q̇air + Q̇w

2
�3�

The difference between both heat transfer rates is for all measure-

ments smaller than 5%. The mean heat transfer rate Q̇m �Eq. �3��
is used to determine the overall heat transfer coefficient U using
the effectiveness-number of transfer units �NTU� method. The ef-
fectiveness � is determined using Eq. �4�, where Cmin is the mini-
mum of the water and air heat capacities �ṁ ·cp�. Because there is
only one tube row, the water is considered mixed �31�. Also the air
is assumed to be mixed, because the fins of neighboring tubes do
not touch each other �Xt�Dfin�, and thus, the fins do not form
closed flow channels. Therefore, the NTU for the single row
bundle is calculated using Eq. �5� �crossflow configuration—
mixed/mixed arrangement� �31�, where C� is the heat capacity
ratio. Table 5 gives the ranges of the calculated values of �, C�,
and NTU. The overall heat transfer resistance �UA�−1 can then be
determined using Eq. �6�

� =
Q̇m

Cmin · �Tw,in − Tair,in�
�4�

� = � 1

1 − e−NTU +
C�

1 − e−NTU·C� −
1

NTU�−1

�5�

Fig. 3 View of the outlet section of the wind tunnel: position of
the thermocouples measuring the outlet air temperature

Table 2 Measurement equipments and their accuracies

Measurement equipment Accuracy

Differential pressure transducer ��200 Pa� �Pa� �0.5
Differential pressure transducer ��200 Pa� �Pa� �1
Electromagnetic flow meter �water� �%� �2
Calibrated ISO5167 nozzle �air� �%� �1.5
K-type thermocouple �°C� �0.1

Table 3 Test conditions during the measurements

Quantity Range

Air mass flow rate �kg/s� 0.1020–1.0963
Water mass flow rate �kg/s� 0.0674–0.2187
Air inlet temperature �°C� 14.6–23.1
Water inlet temperature �°C� 66.9–69.1
Water pressure �bar� 2

Table 4 Uncertainties on the thermodynamic properties of wa-
ter and air

Water Air

Dynamic viscosity � �%� 1 2
Density � �%� 0.001 0.02–0.1
Specific heat capacity cp �%� 0.1 2
Thermal conductivity k �%� 1.8 2
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1

UA
=

1

CminNTU
�6�

As is clear from Eq. �7�, the overall heat transfer resistance
�UA�−1 consists of convection and fouling on the air side, contact
resistance between the fins and tube, conduction through the tube
wall, and fouling and convection on the water side. The contact
resistance of the tested heat exchanger is zero, because the fins are
extruded out of the base tube. Clean air and filtered water are used
during the experiments, resulting in negligible fouling. For the
tested heat exchanger configuration, the thermal resistance on the
water side contributes on average 15.08% to the overall heat
transfer resistance, while the contributions of the thermal resis-
tances of the tube material and the air side are 0.35% and 84.57%,
respectively. Hence, the controlling heat transfer resistance is lo-
cated on the air side. The Gnielinski correlation �32� was used to
calculate the water side heat transfer coefficient hin. In principle
this correlation is applicable for transitional and turbulent tube
flows �Rew=vw .din /vw�2300�. However, Abraham et al. �33�
found that the Gnielinski correlation is only supported by experi-
mental data in the range of Rew�4800 and should not be used
below that value. In the current study the Gnielinski correlation
was applicable as Rew varied between 5750 and 21,200 during the
measurements. An uncertainty of �10% on the calculated water
side Nusselt number was taken into account in the uncertainty
analysis

1

UA
=

1

�exthextAext
+ Rf ,ext + Rc +

ln�dext

din
�

2	
TLT
+ Rf ,in +

1

hinAin
�7�

The surface efficiency �ext was calculated from Eq. �8� using the
fin efficiency �fin. The fin efficiency �fin of thin circular fins of
uniform thickness is given by Eqs. �9� and �10�. This equation can
also be used to evaluate the fin efficiency of helical fins �31�.
Since B involves evaluating six Bessel functions, approximations
have been proposed using simpler expressions for hand calcula-
tions. The Schmidt approximation �34�, which was used in this
study, is listed in Eqs. �10�–�12�. For 0.5�Dfin /dext�8, the ap-
proximation is accurate within 1%. The tested fins do not have a
perfectly uniform thickness due to the extruding process, but the
fin efficiencies are very close to unity ��fin�0.97�. In this case,
Rabas and Taborek �35� did not recommend any corrections to the
Schmidt approximation to account for nonuniform thickness and
nonuniformity of the heat transfer coefficients over the height of
the fin. An uncertainty of 1% on the fin efficiency was taken into
account in the error propagation

�ext = 1 − �1 − �fin��Afin

Aext
� �8�

�fin =
4 · dext · B

m · �Dfin
2 − dext

2 �
�9�

m =� 2 · hext

tfin · 
fin
�10�

�fin,Schmidt =
tanh�m · l��

m · l�
�11�

l� = �Dfin

2
−

dext

2
��1 +

tfin
Dfin − dext

��1 + 0.35 · ln�Dfin

dext
��

�12�

The air side convection coefficient hext was then determined from
Eq. �7�. Because the fin efficiency is dependent on the external
convection coefficient �Eq. �10��, it resulted from iterative calcu-
lations. The dimensionless air side convection coefficient is rep-
resented using the Nusselt number �Eq. �13��

Nu =
hext · dext


air
�13�

The friction factor is calculated as proposed by Kays and London
�36�, using Eq. �14�

f =
Ac

Aext
·

�air,in

�air,m
· �2p · �air,in

Gc
2 − �1 − �2�� �air,in

�air,out
− 1�	 �14�

Because the pressure measurements were performed under iso-
thermal conditions, Eq. �14� reduces to Eq. �15�

f =
Ac

Aext
�2p · �air,in

Gc
2 	 �15�

5 Results and Discussion

5.1 Uncertainties of Calculations. As stated above, an un-
certainty analysis was performed using the procedures found in
Ref. �27�. Table 6 presents the minimum, maximum, and average
relative uncertainty for most of the calculated variables. The av-
erage relative uncertainty is 8.42% on the air side Nusselt number
and 5.83% on the air side friction factor.

5.2 Air Side Heat Transfer. A decrease in Xt results in an
increase in the Nusselt number because of the higher local veloci-
ties in the minimum cross-sectional area �14,24�. This is also seen
in our measurement data. To take the effect of Xt into account,
Sparrow and Samie �24� suggested correlating the Nusselt number
results by using the minimum-area Reynolds number Rec �Eq.
�16��. Figure 4 shows the experimental data as function of Rec
parameterized by the dimensionless transversal tube pitch Xt /dext

Table 5 Ranges of the effectiveness, heat capacity ratio, and
number of transfer units

Quantity Range

Effectiveness � 0.074–0.287
Heat capacity ratio C� 0.26–0.99
NTU 0.079–0.354

Table 6 Variable relative uncertainties: minimum, maximum,
and mean values

Symbol
Uncertainty range

�%�
Average uncertainty

�%�

Q̇m 3.27–8.30 4.48
Tair 1.30–10.01 4.89
Tw 4.14–8.92 6.11
� 3.87–8.59 5.08
NTU 4.37–9.24 5.72
Ain 1.95 -
Afin 2.47 -
Aext 2.27 -
Ac 1.10–2.86 1.83
�UA�−1 4.81–9.45 6.15
�u 1.01–1.44 1.20
Rew 4.88 -
Nuw 10 -
Rec 3.13–4.10 3.50
Nuair 7.38–11.52 8.42
f 4.58–17.26 5.83
jc 8.14–11.99 9.20
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Rec =
�vcdext

�
�16�

A correlation independent of the transversal tube pitch is deter-
mined via a least-mean-squares fit

Nu = 0.372Rec
0.520 �17�

This correlation, also plotted in Fig. 4, is able to predict 95% of
the experimental data within �15% with a mean deviation of

4.87%.1 The prediction capability of the correlation is poorer for
small values of Re and Xt. To obtain a better match with the
experimental data, a dimensionless group dependent on the trans-
versal tube pitch Xt is added to the correlation in addition to using
the minimum-area Reynolds number Rec. The regression analysis
resulted in

Nu = 0.495Rec
0.509� Xt

dext
�−0.209

�18�

Figure 5 compares Eq. �18� with the experimental data. The pro-
posed heat transfer correlation can describe 95% of the data
within �11% and shows a 4.49% mean deviation.

Figure 6 compares the new correlation with correlations for a
single row heat exchanger with annular finned tubes found in
literature. Table 7 shows the data ranges for which the different
correlations are valid. Data from open literature were recalculated
to Reynolds numbers based on the external tube diameter and the
air velocity at the minimal cross-sectional area �Eq. �16��. The
Nusselt numbers are evaluated for the heat exchanger geometry in
Table 8. The transversal tube pitch is set to the value of Lapin and
Schurig’s tests �22�. Mirkovic �10� and the ESDU �14� predicted
the highest Nusselt numbers. However, these are multiple tube
row correlations, which are corrected with a constant factor to
apply them on a single row heat exchanger. The correction factor
applied on the Mirkovic correlation is 0.71 �10�. The ESDU rec-
ommended a correction factor equal to 1 for forced draught air-
cooled heat exchangers �14�. Figure 6 shows that correcting mul-
tiple row correlations for single row arrays does not result in
reliable predictions. Moreover, Eckels and Rabas �16� showed that
the influence of the number of rows on the heat transfer in finned
tube bundles depends on the Reynolds number, a point which is

1Mean deviation= �1 /M��
1
M��Nucorr−Nuexp� /Nuexp��100%.

Fig. 4 Experimental data and Nu correlation independent of
Xt /dext „Eq. „17…… plotted versus the minimum-area Reynolds
number Rec

Fig. 5 Comparison of the heat transfer correlation „Eq. „18……
with the experimental data

Fig. 6 Comparison of Eq. „18… with heat transfer characteris-
tics from open literature

Table 7 Application ranges of heat transfer correlations from open literature

Authors Rec

dext
�mm� Xt /dext Dfin /dext s /dext

Mirkovic �10� 2200–48,000 25.4–50.8 1.969–4.724 1.375–1.75 0.053–0.142
ESDU �14� 2000–40,000 9.5–51 1.15�Xt /Xl�1.72 1.220–4.474 0.014–0.990
Lapin and Schurig �22� 960–4800 15.875 2.4 2.4 0.1712
Schmidt �23� 1000–50,000 9.7–27.9 1.72–3.83 1.8–2.6 0.07–0.36
Sparrow and Samie �24� 9800–77,000 31.75 1.926–6.408 1.8 0.1
New correlation �Eq. �18�� 1000–14,100 13 1.92–3.27 1.91 0.135
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not considered in the correction diagram of Mirkovic �10� and by
the ESDU �14�. It should be noted that the use of data for multiple
rows’ heat exchangers and a comparison with data for a single row
are always speculative. The geometry listed in Table 8 is within
the application range of Schmidt �23�. Schmidt presented a Nus-
selt correlation for one tube row of a multirow tube bundle. The
increase in flow turbulence in a tube bank at higher Reynolds
numbers leads to an increase in heat transfer of the inner tubes, as
compared with the first row �37�. Thus, for high Reynolds num-
bers, the average Nusselt number of one tube row in a multirow
bundle is higher than the Nusselt number of a single row heat
exchanger. This corresponds with our findings in Fig. 6: For
higher Reynolds numbers, Schmidt’s correlation lies above our
Eq. �18�. The correlations of Lapin and Schurig �22� and Sparrow
and Samie �24� are correlations for single row heat exchangers.
The slope of Eq. �18� �i.e., the exponent of Rec� agrees well with
the slope of the correlation of Lapin and Schurig �22�. However,
their correlation underestimates our result �Eq. �18��. A possible
explanation is that their tests are performed on a heat exchanger
with larger fin spacing. The correlation of Sparrow and Samie �24�
is only applicable for higher Reynolds numbers �which were not
reached in our tests because of fan restrictions�.

5.3 Air Side Pressure Drop. The friction factors, calculated
according to Eq. �15�, are presented in Fig. 7. They are plotted as
function of Rec for the different values of the transversal tube
pitch. Unlike the heat transfer data, the use of the minimum-area
velocity does not bring the pressure drop data together �compare
Fig. 7 with Fig. 4�. This is due to the vena contracta effect: The
geometrically minimum free flow area is not the actual minimum
free flow area �24�. For a given Xt, the friction factor decreases
with increasing Reynolds number. For a fixed Rec, the pressure
drop across the heat exchanger increases with decreasing transver-
sal tube pitch �i.e., increasing blockage�. This is in accordance

with the results of most authors �5,8,9,12,14,24�. The finding of
Mirkovic �10�—the pressure drop increases with the transversal
tube pitch—should be questioned.

These experimental data were correlated via a least-mean-
squares fit, resulting in

f = 2.271Rec
−0.325� Xt

dext
�−1.849

�19�

Figure 8 compares Eq. �19� with the experimental data. This fric-
tion correlation predicts 95% of the data within �19% and gives
a mean deviation of 6.84%.

Figure 9 compares the new friction characteristic with correla-
tions from literature. Their application ranges are listed in Table 9.
Data from open literature were recalculated to friction factors, as
defined by Eq. �15�, and Reynolds numbers based on the external
tube diameter and the air velocity at the minimal cross-sectional
area �Eq. �16��. The correlations are plotted for the heat exchanger
geometry in Table 8. Jameson and Schenectady �5� reported data
to calculate the friction factors of a single row heat exchanger.
The higher values compared with the results of this paper are
probably due to the fact that their correlation is not applicable to
the heat exchanger geometry in Table 8. Their general expression,
which correlates the data for all the tube sizes and arrangements
tested �ranging from one to eight tube rows�, shows better agree-

Table 8 Heat exchanger geometry used for comparison with
literature correlations

dext �mm� 13
Dfin /dext 1.91
tfin /dext 0.05
s /dext 0.135
Xt /dext 2.4
Xl /dext 1.91

Fig. 7 Experimental friction factors plotted versus the
minimum-area Reynolds number Rec for different transversal
tube pitches

Fig. 8 Comparison of the friction correlation „Eq. „19…… with
the experimental data

Fig. 9 Comparison of Eq. „19… with friction characteristics
from open literature
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ment. The Gunter–Shaw relationship �6� predicts friction values
which are much too high. This was also observed by other authors
�1,6–8�. The slope differs from most other correlations and shows
similarity with the in-line configuration of Genic et al. �13�. In the
discussion accompanying their article, Jameson suggested a re-
vised version of the Gunter–Shaw equation �6�. The slope shows
better agreement with our results, but the friction factors are still
overestimated. Mirkovic �10� and the ESDU �14� presented a per
row pressure drop correlation for staggered, multirow arrays.
Mirkovic’s correlation �10� is based on heat exchangers with large
tube diameters. This may explain the higher friction values. The
ESDU �14� suggested a correction factor of 0.8 for a single row
bundle, which results in a better match with the correlation devel-
oped in this study. Genic et al. �13� considered staggered and
in-line multiple row tube bundles. They advised the correction
factors of Brauer �17–19�, Yudin �20�, and Weierman �21� for a
heat exchanger with one tube row. In Fig. 9 the correction factors
of Yudin �20� are used to evaluate the correlations of Genic et al.
�1.325 for the staggered layout; 2.4 for the in-line layout� �13�.
Similar to the heat transfer results, correcting multirow pressure
drop expressions for a single row heat exchanger does not lead to
accurate predictions.

6 Conclusions
In this study the heat transfer and friction characteristic of a

single row heat exchanger with helically finned tubes were deter-
mined. The transversal tube pitch was parametrically varied. A
thorough error analysis was performed to validate the results. The
measurements show that a decrease in transversal tube pitch re-
sults in larger heat transfer coefficients �due to higher velocities in
the minimum cross-sectional area� and larger pressure drops �due
to increasing blockage�. The Nusselt numbers and friction factors
are correlated using the minimum-area Reynolds numbers. The
heat transfer correlation can describe 95% of the data within
�11% and shows a 4.49% mean deviation. The friction correla-
tion predicts 95% of the data within �19% and gives a mean
deviation of 6.84%. Both equations depend on the transversal tube
pitch ratio. The correlations were compared with correlations from
open literature. Experimental data on single row heat exchangers
are rare. It is illustrated that correcting multirow expressions does
not lead to reliable predictions. In general, the new correlations
show the same trend as most literature correlations, but none of
the literature correlations are able to accurately predict the results
of this study.
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Nomenclature
Ac � minimum free flow area �m2�

Afin � fin surface area �m2�
Afront � frontal area of the heat exchanger �m2�

C � heat capacity rate, �=ṁ ·cp� �W/K�
C� � heat capacity ratio, �=Cmin /Cmax�
c̄p � specific heat capacity at average temperature

�J /kg K�
d � tube diameter �m�

Dfin � fin diameter �m�
f � friction factor

Fp � fin pitch �m�
Gc � mass flux of air based on minimum flow area

�kg /m2 s�
h � convective heat transfer coefficient �W /m2 K�
J � Colburn j-factor

ṁ � mass flow rate �kg/s�
Nu � Nusselt number
p � pressure drop �Pa�
Q̇ � heat transfer rate �W�
Rc � Contact resistance �K/W�
Rf � Fouling resistance �K/W�

Rec � Reynolds number based on the velocity in the
minimum cross section

s � fin spacing �m�
T � temperature �K�

tfin � fin thickness �m�
�UA�−1 � overall heat transfer resistance �K/W�

vc � air velocity evaluated at the minimum cross
section �m/s�

v� � air velocity evaluated at the inlet of the test
section �m/s�

Xl � longitudinal tube pitch �m�
Xt � transversal tube pitch �m�

Greek Symbols
� � heat exchanger effectiveness, �=Q̇ / Q̇max�

�ext � surface efficiency
�fin � fin efficiency


 � thermal conductivity �W /m K�
� � dynamic viscosity �Pa s�
� � density �kg /m3�
� � contraction ratio of the cross-sectional area,

�=Ac /Afront�

Subscripts
corr � correlation
exp � experimental
ext � exterior �air side�

Table 9 Application ranges of friction correlations from open literature

Authors Rec

dext
�mm� Xt /dext Dfin /dext s /dext

Gunter and Shaw �6� 200–1,300,000 25.4 1.313 1.5 0.113
Jameson �6� 200–1,300,000 15.875–25.4 1.959–3.633 1.737–1.951 0.102–0.213
Jameson and Schenectady �5�
�single tube row� 370–7400 15.875 1.971 1.794 0.168
Jameson and Schenectady �5�
�general correlation� 370–7400 15.875–25.4 1.959–3.633 1.737–1.951 0.102–0.213
Mirkovic �10� 3250–63,000 25.4–50.8 1.969–4.724 1.375–1.75 0.053–0.142
ESDU �14� 5000–50,000 9.5–51 1.85–4.75 1.220–4.474 0.014–0.990
Genic et al. �13� Staggered 1100–265,000 9.65–32 0.952–3.5 0.841–4.572 0.068–0.350

Inline 12,000–406,000 32 2–4 1.563 0.147
New correlation �Eq. �19�� 1000–14,100 13 1.92–3.27 1.91 0.135
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in � interior �water side�
T � tube
w � water
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Melting of Phase Change
Materials With Volume Change in
Metal Foams
Melting of phase change materials (PCMs) embedded in metal foams is investigated. The
two-temperature model developed accounts for volume change in the PCM upon melting.
Volume-averaged mass and momentum equations are solved, with the Brinkman–
Forchheimer extension to Darcy’s law employed to model the porous-medium resistance.
Local thermal equilibrium does not hold due to the large difference in thermal diffusivity
between the metal foam and the PCM. Therefore, a two-temperature approach is adopted,
with the heat transfer between the metal foam and the PCM being coupled by means of
an interstitial Nusselt number. The enthalpy method is applied to account for phase
change. The governing equations are solved using a finite-volume approach. Effects of
volume shrinkage/expansion are considered for different interstitial heat transfer rates
between the foam and PCM. The detailed behavior of the melting region as a function of
buoyancy-driven convection and interstitial Nusselt number is analyzed. For strong in-
terstitial heat transfer, the melting region is significantly reduced in extent and the melt-
ing process is greatly enhanced as is heat transfer from the wall; the converse applies for
weak interstitial heat transfer. The melting process at a low interstitial Nusselt number is
significantly influenced by melt convection, while the behavior is dominated by conduc-
tion at high interstitial Nusselt numbers. Volume shrinkage/expansion due to phase
change induces an added flow, which affects the PCM melting rate.
�DOI: 10.1115/1.4000747�

1 Introduction
Heat transfer associated with solid-liquid phase change is cen-

tral to a wide range of applications such as thermal energy storage
�1,2�, transient thermal management of electronics cooling �3,4�,
freezing/thawing of biological tissues �5�, and alloy solidification
�6�. Solidification and melting of phase change materials �PCMs�
including the effects of melt convection have been extensively
investigated �7–11�. Phase change in materials embedded in po-
rous structures is widely encountered in applications such as ice
melting/solidification in soils and in biological tissues as well as
thermal storage in PCMs enhanced with metal foams. Unlike in
the case of phase change in a PCM alone, the existence of a
porous matrix enhances heat transfer rates and may change the
behavior of the melt front. The interstitial heat transfer between
the porous matrix and the PCM is an important determinant of the
phase change process in this case, but is not well understood.
Assumption of thermal equilibrium between the porous matrix
and PCM can greatly simplify the analysis, and under this as-
sumption, a one-temperature model, which treats the matrix and
PCM as a homogeneous mixture with averaged properties is suf-
ficient to predict the heat transfer behavior. Beckermann and Vis-
kanta �12� conducted an experimental and numerical investigation
of phase change with gallium in a matrix of glass beads. Their
numerical predictions of the solid-liquid interface shape and tem-
perature distribution with a one-temperature model agreed reason-
ably well with the experimental results. However, if the thermal
diffusivity of the porous matrix significantly exceeds that of PCM,
the assumption of thermal equilibrium does not hold. Chellaiah
and Viskanta �13,14� studied the melting of ice in two different
situations, one with a bed of glass beads �13� and the other with a
bed of aluminum beads �14�. The assumption of local thermal

equilibrium in the numerical model yielded reasonable agreement
with the experimental results for glass beads �low thermal diffu-
sivity�, but showed poor agreement for aluminum beads �high
thermal diffusivity� at high Rayleigh numbers. The validity of
assuming local thermal equilibrium in porous media saturated
with a fluid has been discussed in a number of studies �15,16�.

The introduction of a porous matrix can also change the behav-
ior of the melt front. Ellinger and Beckermann �17� experimen-
tally investigated the heat transfer enhancement in a rectangular
domain partially filled by a porous layer of aluminum beads. The
porous layer was found to cause the solid-liquid interface to move
faster initially during the conduction-dominated regime, but the
overall melting and heat transfer rates were lower due to the lower
porosity and permeability. To improve the convective heat trans-
fer, especially in natural convection with high Rayleigh numbers,
it was suggested that high-porosity and high-permeability porous
matrices such as metal foams should be used. Tong and Khan �18�
numerically demonstrated the enhancement in heat transfer ob-
tained during outward freezing of a low-thermal-conductivity
PCM in a vertical annulus by employing a high-porosity metal
matrix. Their results included the interface propagation rate, iso-
therms, streamlines, and heat transfer rates. Alawadhi and Amon
�19� conducted numerical and experimental studies on the effec-
tiveness of a thermal control unit composed of an organic PCM
and a metal matrix. Their model used modified effective thermo-
physical properties and showed that the effective thermal conduc-
tivity of the unit was two orders higher than that with the PCM
alone.

Metal foams used for heat transfer enhancement are character-
ized by thermal conductivities, which are two orders of magnitude
higher than that of the PCM, which renders invalid the thermal
equilibrium assumed between the porous matrix and the PCM. To
describe transport in this system correctly, a two-temperature
model is necessary. The two-temperature model treats the porous
matrix and PCM as having different temperatures, and accounts
for interstitial heat transfer between these two phases. Krishnan
et al. �20� used a two-temperature model to study solid-liquid
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phase change in metal foams. They considered the influence of
Rayleigh number, Stefan number, and interstitial Nusselt number
on the transport process, and found that while a one-temperature
treatment is sufficient at interstitial Nusselt numbers greater than
5.9, the metal foam and PCM are sufficiently out of equilibrium
for lower levels of interstitial heat transfer that a two-temperature
model is necessary.

Although a number of researchers have investigated the char-
acteristics of melting and solidification of PCM in porous media,
many aspects need further attention, such as the effects of volume
change in the PCM during phase change and the behavior of the
melting region under different interstitial heat transfer rates. The
objective of the present work is to investigate the heat transfer
processes associated with melting of PCM embedded in a porous
metal foam in a rectangular domain by employing a two-
temperature model to account for the thermal nonequilibrium be-
tween the PCM and metal foam. The effects of volume change in
the PCM during phase change as well as those of interstitial heat
transfer rate on the heat transfer process �particularly in the melt-
ing region� are explored.

2 Mathematical Modeling
A schematic illustration of the physical problem is shown in

Fig. 1. The height and width of the enclosure are both H. The hot
left wall and the cold right wall of the domain experience
constant-temperature thermal boundary conditions, while the
other two walls are adiabatic. The temperature on the hot wall Th
is higher than the melting temperature of the PCM Tm, while that
of the cold wall Tc is lower than Tm. The domain is filled with a
PCM embedded in a metal foam matrix of porosity �0. A small
port �of width 0.05H� at the top left of the domain, which is open
to atmosphere, accommodates volume expansion/shrinkage of the
PCM during melting. Initially, the PCM is in a solid state and its
temperature, as well as that of the metal foam, is set to Tc. Once
the left wall temperature is raised to Th at time t=0, the tempera-
ture of the PCM near the hot wall rises and it begins to melt. The
melt front propagates from left to right. The thermophysical prop-
erties of the PCM are assumed to be constant in the temperature
range of interest. In its liquid state, the PCM is assumed to be an
incompressible, Newtonian liquid. Due to the low thermal expan-
sion of the liquid phase, the effect of buoyancy can be adequately
modeled using the Boussinesq approximation. Thermal dispersion
effects are ignored due to the lack of available models for metal
foams, although it may be important for very high Rayleigh num-
bers �21�. The volume-averaged governing continuity and mo-
mentum equations for the liquid phase are
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where u is the superficial velocity, and � the local porosity for the
liquid phase, which changes from 0 �completely solid� to �0 �com-
pletely liquid� as the PCM melts. The difference in densities of the
liquid and solid phases of the PCM is accounted for in these
equations, unlike the assumption of no density difference in the
formulation in Ref. �20�. If there were no volume change during
the melting of the PCM �s=�l, then the right hand side of Eq. �1�
and the third term on the right hand side of Eq. �2� reduce to zero.

The governing energy equation for the PCM �including the liq-
uid and solid phases� is
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and the corresponding energy equation for the metal foam is
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where ke,PCM and ke,MF are the effective thermal conductivities of
the PCM and metal foam, respectively. According to Ref. �22�, the
effective thermal conductivity ke of a metal foam filled with a
second material such as a PCM can be expressed as

ke = A��0 � kl + �1 − �0�km� +
1 − A

�0/kl + �1 − �0�/km

where kl is the PCM thermal conductivity assumed to be identical
in the liquid and solid phases, km is the thermal conductivity of the
metal foam, and A=0.35, as found from a curve fit to experiments
in Ref. �22�. Assuming km=0 in the above equation, the effective
thermal conductivity of the embedded PCM alone is estimated as

ke,PCM = A � �0 � kl

And similarly, the effective thermal conductivity for the metal
foam alone is obtained by assuming kl=0 as

ke,MF = A � �1 − �0� � km

Introducing the following nondimensional variables

Fig. 1 Schematic illustration of the physical problem
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we obtain the nondimensional forms of the governing equations as
follows:

�a� continuity equation
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�c� energy equation for the PCM �both liquid and solid�
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�d� energy equation for metal foam
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Equations �5�–�8� are applicable to phase change processes
in a general porous medium. The Darcy number Da and
inertial coefficient F, which reflect the effect of the struc-
tural properties of the porous medium on fluid dynamics,
can be adjusted to represent specific porous structures.

The porosity � in Eqs. �5�–�7� is related to the temperature 	1 as
follows:

� = 

�0 for 	1  	m + �	

�0�	1 − 	m

2�	
+

1

2
� for 	m − �	 � 	1 � 	m + �	

0 for 	1 � 	m − �	
�

�9�

where �	 is a small number less than 0.01 to ensure numerical
stability. The melting rate �� /�� in the second term on the right
hand side of Eq. �7� is then determined by
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where ��n� and ��n−1� are the porosity at the current and previous
time steps, respectively; and �� is the time step.

A zero velocity boundary conditions, i.e., Ui=0, is employed on
all the walls of the enclosure. The temperatures on the hot left
wall and the cold right wall are, respectively, 	1=	2=1 and 	1
=	2=0. The port is open to atmosphere, with gauge pressure P
=0 and temperature 	1=	2=1.

The computational domain is discretized into finite volumes.
Values at the centers of the square cells are stored for all the
variables. A second-order upwind scheme is used for the convec-
tive fluxes, while a central-differencing scheme is used for dis-
cretizing the diffusion fluxes. A second-order implicit scheme is
used for time discretization of the time-derivative terms in Eqs.
�5�–�8�; the exception is that a first-order scheme is adopted for �,
as shown in Eq. �10�. Pressure-velocity coupling is implemented
through the PISO algorithm �23�. Iterations at each time step are
terminated when the dimensionless residuals for all equations
drop below 10−4. The computations are performed using the com-
mercial software FLUENT 6.1 �24�. User-defined functions �UDFs�
are developed to account for Eqs. �7� and �8� as well as for the
terms containing � in Eqs. �5� and �6�. Dependence of the results
on the grid and time step was assessed. Computations with �X
=�Y =0.01 and ��=1.25�10−5 were compared with those with
�X=�Y =0.005 and ��=6.16�10−6; along the line Y =0.5
throughout the whole melting process, the temperature with the
former conditions was 1% lower than for the latter conditions,
indicating a weak dependence on the grid size and time step. The
former grid and time step were hence chosen for the remaining
computations in this work.

3 Model Validation
The analysis methodology developed above is first validated

against available numerical and experimental studies in the litera-
ture. Since experimental results on phase change in metal foams
that are suitable for validation are scarce, the melting of gallium in
a packed bed of glass spheres �12�, for which detailed temperature
and interface profiles have been reported, is used instead for vali-
dation of the current numerical model. The computational domain
is the same, as that shown in Fig. 1. The height of the square
enclosure containing the gallium and glass beads is 4.76 cm, with
the porosity of the enclosure being 0.385. The temperatures on the
hot and cold walls are 45°C and 20°C, respectively, while the
other walls are maintained adiabatic. The dimensionless govern-
ing parameters used for validation against this case are Ra=8.41
�105, Ste=0.124, Pr=0.0208, Da=3.7�10−3, �=0.126, �
=0.046, 
=0.786, and 	m=0.3912. The interstitial Nusselt num-
ber Nui, according to the correlation proposed by Wakao and
Kaguei �25�, is given by

Nui = 6�1 − ���2 + 1.1Re0.6 Pr1/3� �11�
This correlation was developed for forced convective flow over
spheres with 0�Re�8500 and ��0.4. Since correlations spe-
cific to natural convective flow in porous media are not available
in the literature, Eq. �11� is used to account for the heat transfer
between gallium and the glass spheres. The Reynolds number in
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Eq. �11� is defined as Re=um�d /�, where d is the diameter of the
sphere and um is the local mean velocity.

Since the densities for liquid and solid gallium at the melting
temperature �t=29.89°C� differ by less than 5%, the effects of
volume expansion during melting and solidification are expected
to be negligible. Previous models �12,20� have treated the density
of gallium as a constant, and in order to compare results in the
same manner, the solid-liquid PCM density ratio f� in Eqs. �5�–�7�
is set at 1 for this comparison; the influence of volume expansion/
shrinkage is specifically explored later in this work.

Figures 2, 3�a�, and 3�b�, respectively, show comparisons of the
interface shapes and temperature profiles between the current
model and the previous results in Ref. �12�. Predictions from
the current model are shown to agree well with the previous ex-
perimental and numerical results. The deviation between predic-
tions and experiment in the early stages of melting in Fig. 2 �t
=1–3 min� is attributed to uneven packing of the glass beads
toward the top of the enclosure, as described by the authors in
Ref. �12�. The loose packing causes the local volume fraction of
gallium to be larger near the top than in the lower layers, which
requires a larger amount of heat for melting and could explain the
slower advance of the melt front. Later in the process �t
=20 min�, the melting rate of gallium is greatly reduced due to
the lower temperature gradients. As the melting rate �represented
in Eq. �7� by the time-differential term of porosity �� /��� de-
creases, heat transfer becomes dominated by conduction and con-

vection in the melt, and the effect of uneven packing of glass
beads �volume fraction of gallium� on the temperature profile and
melt front is greatly diminished. Under these conditions, good
agreement is observed between the measured and predicted melt
front locations and temperature profiles, as shown in Fig. 2 �t
=20 min� and Fig. 3�b�.

Notwithstanding the effects of uneven packing, the current
model is seen to provide predictions in good agreement with ex-
perimental results, and may be applied with confidence to the
study of melting heat transfer of a PCM embedded in metal
foams, wherein the mechanisms of heat transfer are similar to that
for gallium melting in a bed of glass beads.

4 Results and Discussion
The parameters Ra, Da, F, Pr, Ste, f�, fk,PCM, fk,MF, fCp, 
, and

Nui, all have an influence on the melting of a PCM in a metal
foam, as shown in Eqs. �5�–�8�. To limit the parameters explored
in this work, a number of these parameters are fixed as follows.
The Darcy number Da is set at 0.02, equivalent to a 0.01
�0.01 m2 enclosure with a metal foam of permeability of
4�10−8 m2; F is 0.068 for metal foams �26�; Pr is 50 for a
typical organic PCM; fk is 1000 as a typical ratio for thermal
conductivities between metals �100 W m−1 K−1� and organic
PCMs �0.1 W m−1 K−1�; and fCp and 
 are fixed at a value of
1, which is common for typical applications. Although the
Stephan number Ste is important to the heat transfer process, it is
fixed at 1 in this study; a detailed discussion of the effect of Ste
was presented in Krishnan et al. �20�. The influence of volume
expansion �f�1� or shrinkage �f��1� of the PCM embedded in
the metal foam during melting under different Ra and Nui is the
specific focus of the present work. The porosity of metal foam �0
is held constant at 0.8, as in Ref. �20�, and the ratio between pore
diameter and the scale of the enclosure � is set at 0.135, corre-
sponding to dp=1.35 mm for a 0.01�0.01 m2 enclosure.

4.1 Melt Front Propagation. Figures 4�a�, 4�b�, 5�a�, and
5�b� show the development of the melt front, represented by the
contour �=0.5�0, under different conditions. The general behavior
of the melt front in all cases is similar. As heat is absorbed at the
left wall, the PCM in the region near this wall begins to melt first,
and the melt front gradually proceeds toward the right wall. Early
in the process, the melt layer is very thin. The heat transfer is
governed by conduction driven by the large temperature gradient
between the closely spaced hot wall and the melt front �which is
maintained at Tm�. Convection heat transfer in the melt is severely
constrained by the small melt layer thickness. The melt front dur-
ing this stage is parallel to the hot wall �at �=0.02 in Fig. 4�a� and
at �=0.8 in Fig. 5�a��.

Fig. 2 Comparison of the evolution of the melt front from the
present work as well as from experimental and modeling re-
sults in the literature †12‡

Fig. 3 Temperature profiles for the comparison in Fig. 2: „a… t=5 min and „b… t=20 min
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As time proceeds, the thickness of the melted PCM increases,
which significantly reduces the temperature gradient and the rate
of heat conduction into the melt from the hot wall. Since the
liquid layer thickness increases, buoyancy induced convection
heat transfer in the melt becomes increasingly significant. The hot
upward flow of liquid results in a higher melting rate in the upper
region of the enclosure. The time at which convective heat trans-
fer sets in scales as � / �Ste�Ra�Da2� in cases without interstitial
heat transfer �20�, i.e., Nui=0. Therefore, an increased Ra value
can significantly advance this time. For instance, at �=1.9, the
effect of convection heat transfer on the melting process just be-
gins to appear in Fig. 5�a� with Ra=106, distorting the melt front
from vertical; on the other hand, in the case with a higher Ray-
leigh number, i.e., Ra=108, convection is already well developed
by the same time, as indicated by the significantly distorted front
shape in Fig. 5�b�. With interstitial heat transfer occurring be-
tween the PCM and foam, the melt front is seen to remain close to
parallel with the hot wall; a comparison of the melt fronts with
and without interstitial heat transfer at a given Rayleigh number is
provided in Figs. 4�a�, 4�b�, 5�a�, and 5�b� �Ra=106 and 108�. For
instance, for Ra=108, the melt front at �=0.1 with Nui=1.82 in
Fig. 4�b� deviates less from the vertical than does the front at �
=1.9 with Nui=0 in Fig. 5�b�. It is noted that this comparison is
made at approximately the same melt fractions in the two cases

despite the difference in time scales, due to the different intersti-
tial Nusselt numbers. The interstitial heat transfer from the metal
foam to the PCM imprints the linear temperature profile of the
foam on to the PCM, and renders the heat transfer in the PCM to
behave as if it were conduction-dominated, even when convection
in the melt is already fully developed. For larger Nui, the liquid
temperature approaches that of the foam, and decreases more lin-
early away from the hot wall, as evident from a comparison of the
melt temperature profiles �the portion above the melting tempera-
ture 	1=0.3 on the 	1 line� in Figs. 6�b� and 7�b�.

The latent heat of the PCM has an important influence on the
temperature profiles during melting. The temperature throughout
the melting region is maintained at the melting point 	m, which
has a distinct impact on the temperature profiles in the PCM.
Without interstitial heat transfer �Nui=0�, heat energy for melting
is delivered solely by conduction and convection through the liq-
uid PCM from the hot wall. The melting process takes place along
a sharp front, which results in a change in the slope of the tem-
perature profile at the melting temperature 	1=0.3, as shown in
Figs. 7�a� and 7�b�. Since the metal foam does not lose heat to the
PCM, its temperature profile develops much faster than that of the
PCM due to its significantly larger thermal diffusivity �m
=km / ��mCpm�, which is two orders of magnitude higher than that
of the PCM. At each of the three times considered in Figs. 7�a�

Fig. 4 Melt front at ε=0.5ε0 with different solid-liquid density ratios f� at Nui=1.82: „a… Ra
=106 and „b… Ra=108. A larger Rayleigh number is seen to distort the melt front away from the
vertical.

Fig. 5 Melt front at ε=0.5ε0 with different solid-liquid density ratios f� at Nui=0: „a…
Ra=106 and „b… Ra=108. Compared with Figs. 4„a… and 4„b…, the melt fronts here deviate
much more from the vertical.
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and 7�b�, �=0.8, 1.9 and 4.2, the temperature profile in the metal
foam is already well developed into a straight line, with that in the
PCM still developing. On the other hand, in the presence of inter-
stitial heat transfer, heat can transfer to the PCM via the metal
foam, in addition to conduction and convection in the melt. Even
when the PCM close to the hot wall is still in a solid phase, the
PCM farther away can be heated by the foam, which could cause
a broad melting region rather than a sharp front as in the cases
without interstitial heat transfer. The temperature throughout the
melting region stays at the melting temperature, as indicated by
the plateau in Figs. 6�a� and 6�b�.

The effect of volume change on the movement of the melt front
is evident in the results presented in Figs. 4�a�, 4�b�, 5�a�, and
5�b�. Under the same conditions of Ra and Nui, the melt front
moves faster when the liquid-phase density of the PCM is larger
than for the solid phase, i.e., f��1; conversely, the front moves
more slowly when f�1. When f��1, the PCM decreases in
volume as it melts, pulling additional liquid toward the melt front
and causing an extra component of convection over and above
that induced by buoyancy. This extra flow is termed an “added
flow” in this paper. This added flow adds hot liquid from near the
hot wall to the melting region and increases the melting speed. By
a similar but converse argument, the speed of the melt front
propagation is reduced when f�1. The nondimensional volume
flow rate of the added flow Fa can be estimated as

Fa  �1 − f���
V

��

��
dV �12�

where V is the 1�1 dimensionless volume of the enclosure. The
algebraic sign of Fa is defined in such a way that Fa is positive if
the added flow is from the hot wall toward the melt front. The
nondimensional convection heat transfer rate induced by the
added flow Qa can then be estimated as

Qa �
qa

k�Th − Tc�
 Pr�	h − 	melt��1 − f���

V

��

��
dV �13�

where qa �W/m� is the heat carried by the added flow in the
enclosure over a unit thickness in the direction normal to the 2D
coordinate, and the integral in Eq. �13� can be estimated by

�
V

��

��
dV  −

Ste�Qk + Qc + Qa�
Pr � f�

�14�

Equation �14� signifies that the rate of melting of the PCM volume
depends on the total heat transfer rate, i.e., the sum of nondimen-
sional heat transfer rates by conduction Qk, convection Qc, and
added flow Qa. Substituting Eq. �14� into Eq. �13�, it is readily
seen that

Fig. 6 Temperature profiles at half height „Y=0.5… with Nui=1.82 and f�=1: „a… Ra=106 and „b…
Ra=108

Fig. 7 Temperature profiles at half height „Y=0.5… with Nui=0 and f�=1: „a… Ra=106 and
„b… Ra=108
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ra �
Qa

�Qk + Qc + Qa�


Ste�	h − 	melt��1 − f��
f�

�15�

where ra is the ratio of the heat transfer due to the added flow to
the total heat transfer rate. Equation �15� implies that an increase
in Ste or the hot wall temperature 	h can increase the heat transfer
due to the added flow. An increase in Ste implies a decrease in
latent heat, and a resulting increase in melting speed and stronger
expansion/shrinkage of the PCM, leading to an enhanced effect of
the added flow on heat transfer. Similarly, increasing the hot wall
temperature 	h enhances the heat transfer rate and thus the melting
rate, leading again to an enhanced effect of added flow on heat
transfer. It is apparent from Eq. �15� that the contribution of the
added flow to the overall heat transfer is positive if the PCM
shrinks during melting �f��1�, since ra is positive; the contribu-
tion is negative if the PCM expands during melting.

During the initial conduction-controlled period, volume
expansion/shrinkage induced by PCM melting has an effect on
heat transfer that is uniform over the melt front, as indicated by
the front being evenly slower �faster� over its entire extent when
f�1 �f��1�, relative to the case without volume change �f�

=1�. The melt front remains almost parallel to that for f�=1, as
shown at �=0.02 in Fig. 4�a� and at �=0.8 in Fig. 5�a�. As con-
vection effects set in, the effect of volume expansion/shrinkage of
the PCM becomes more nonuniform with the influence being
more significant in the upper layers of the enclosure, as revealed
in Fig. 4�b� at �=0.1 and Fig. 5�b� at �=1.9. The buoyancy-driven
convection of hotter fluid to the top causes larger heat transfer
rates in the upper layers. Since the ratio of the heat transfer rate
due to the added flow to the overall heat transfer rate is fixed for
given Ste, 	h, 	m, and f�, as shown in Eq. �15�, a larger overall
heat transfer rate in the upper layers of the enclosure also implies
a larger heat transfer rate due to the added flow; the effect of the
added flow on the melting process is thus also larger in the upper
layers. This explains the greater deviation of the melting line at
f�=0.5 or 1.5 from that at f�=1 in the upper layers of the enclo-
sure, as shown in Fig. 4�b� �=0.1 and Fig. 5�b� �=0.8 and 1.9.
The somewhat different behavior at �=0.24 in Fig. 4�b�, wherein
the influence of f� in the upper layer seems to be lower than in the
middle, may be explained by heat from the hot wall being trans-
mitted directly to the cold wall due to the increased temperature
gradient in the remaining solid near the cold wall; the rate of
phase change decreases as a result, as does the effect of the added
flow.

4.2 Melting Region. Most of the heat transferred from the hot
wall is absorbed as latent heat by the PCM as it melts at a constant

temperature. In the current study, the PCM is embedded in the
pores of the metal foam, and the volume fraction of the liquid
phase is represented by porosity �, which varies from 0 �com-
pletely solid� to �0, i.e., the pore is completely occupied by liquid
PCM. Values of � between 0 and �0 signify that the PCM is
partially melted in the pores of the metal foam; this region of the
foam in which liquid and solid PCM co-exist in the pores is re-
ferred to as the melting region in this work. Since a metal foam
has much greater thermal conductivity than the embedded PCM,
the primary heat flow path is from the metal foam to the PCM. In
a single pore, PCM adjacent to the metal foam ligaments melts
first; as heat diffuses gradually through the melt, PCM in the
interior regions of the pore experiences melting. Although the
pore is still partially blocked by solid PCM, the melt in the pore
may flow subject to buoyancy or a pressure gradient. Therefore, it
is necessary to consider the change in permeability of the partially
blocked pores in the melting region. A literature review reveals
that a model specifically targeting permeability of a metal foam
with partially blocked pores is unavailable. In this work, it is
assumed that the permeability K in the melt region has a simple
linear relationship with porosity, as follows

K = K0 � �/�0 �16�

where K0 is the permeability for pores completely occupied by
liquid PCM, and �0 is the porosity of the metal foam. Equation
�16� ensures that permeability becomes zero when the pores of the
metal foam are completely occupied by solid PCM.

Figures 8�a�–8�c� and 9�a�–9�c� show the melting region �0
����0� under different levels of interstitial heat transfer. The
porosity takes values between those representing the lines �=0
and �=0.8�0, which bound the melting region. The area to the left
of the boundary �=0.8 is completely occupied by liquid with a
porosity equaling that of the foam ��0=0.8�; the area to the right
of the right boundary is occupied by a solid PCM with �=0. For
convenience, the left boundary of the melting zone is hereafter
referred to as the melt front.

As explained earlier, when the interstitial Nusselt number is
zero, melting takes place along a sharp line, and the temperature
profile shows a sharp change in slope at the melting temperature.
As the interstitial Nusselt number increases, heat is transferred
through the metal foam past the melt front causing melting to
occur in a region rather than along a single line. Perhaps counter-
intuitively, the melting region is quite large at a low interstitial
Nusselt number �Nui=0.0182�, as shown in Fig. 8�b�, but rather
narrow at a high Nui �Nui=1.82�, as shown in Fig. 9�b�. At low
Nui, the heat transfer rate between PCM and foam is small. The

Fig. 8 Melting region colored by ε for Ra=108 and Nui=0.0182: „a… �=0.15, „b… �=0.625, and „c… �=1.125. To the left of the line
ε=0.8 is the liquid area „ε=ε0…, to the right of the line ε=0.0 is the solid area „ε=0…, and between the two lines is the melting
region „0<ε<ε0…. Flow streamlines are also plotted in the melt and mushy zones.
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temperature in the foam develops much faster than in the PCM,
resulting in a wide extent of PCM in which its local temperature is
lower than that of the foam. The PCM temperature in this zone
gradually rises to the melting point before melting can take place.
The melt front at the left side of the melting region propagates
slowly since heat transfer from the metal foam is quite limited,
while the melting region continues to expand on the right side
since the metal foam retains its high temperature, which is avail-
able to raise the PCM temperature. This results in a wide melting
region at low interstitial Nusselt numbers. At a high interstitial
Nusselt number of Nui=1.82, the temperature difference between
the PCM and foam is small, as evident from a comparison of Figs.
6�a� and 6�b� and Figs. 7�a� and 7�b�. Due to the strong interstitial
heat transfer, the melt front on the left side of the melting region
moves rapidly, while advancement on the right side is hampered
since the foam has already lost its heat to the PCM earlier along
the heat flow path. This results in a narrow melting region with the
left boundary tracking the right closely.

As the interstitial Nusselt number goes to infinity �not shown
here�, the left and right boundaries of the melting region become
one, and the melting region shrinks to a sharp melting front. Due
to the very strong interstitial heat transfer, the temperature differ-
ence between the foam and PCM reduces to almost zero, and a
one-temperature model is sufficient to study the melting process
in this case.

The morphology and extent of the melting region also develop
with time. In the initial stages, the melting region is relatively
narrow �Fig. 8�a��, since the temperature profile in the foam is still
developing. As time proceeds and the metal foam has heated up,
the melting region expands �Fig. 8�b��. As the melting region
shifts toward the cold wall, the rate of heat loss to the cold wall
increases �Figs. 6�a� and 6�b�, �=0.24�, significantly reducing the
speed of the right boundary of the melting zone. This results in
shrinking of the melting region, as shown in Figs. 8�c� and 9�c�.

Convection has an important influence on the melting region
morphology, since it enhances heat transfer from the hot wall and
speeds up the melt front motion. As discussed earlier, convection
heat transfer is most prominent in the upper layers of the enclo-
sure; the melt front �the left boundary of the melting region� is
significantly accelerated to follow the right boundary more closely
in the upper layers, which results in this part of the melting region
being thinner �Figs. 8�a�–8�c� and 9�a�–9�c��. At lower Rayleigh
numbers, e.g., Ra=106, when convection is weak, the melting
region has a uniform width from the top to bottom �not shown
here�, unlike the behavior at the higher Rayleigh number consid-
ered in Figs. 8�a�–8�c� and 9�a�–9�c�.

4.3 Melt Volume Fraction and Melting Rate. Figure 10
shows the variation in melt volume fraction with time for different
interstitial Nusselt numbers. The melt volume faction is defined as
�Vm /V0�, where Vm and V0 are the melted volume and the total
volume of the PCM, respectively. As expected, an increase in the
interstitial Nusselt number expedites the melting rate. For in-
stance, to melt 40% of the total PCM with f�=1.0, it takes �
=0.1 at Nui=1.82, �=0.75 at Nui=0.0182, and �=2.65 at Nui=0.
Toward the end of the melting process, the melt volume fraction
reaches a limit when the melt front attains a static position near
the cold wall determined by a heat balance. This value of maxi-
mum melt volume fraction for Nui=1.82 is approximately 0.85, as
shown in Fig. 10, while it is even larger for Nui=0.0182 �0.95�
and Nui=0 �0.98�. However, at a lower Rayleigh number of
Ra=106, the maximum melt volume fraction is approximately
�1−	m� �20�, i.e., 0.7, for all cases.

When the effect of convection is small as for Ra=106, the tem-
perature profiles in the PCM are conduction-dominated, with the
temperature contours and melt front being parallel to the hot wall.
At the end of the melting process, the temperature in the PCM
decreases linearly from the hot wall to the cold wall and the po-
sition of the melt front, where the temperature is 	m, is at a non-
dimensional distance of approximately �1−	m� away from the hot
wall, which results in the maximum melt volume fraction also

Fig. 9 Melting region colored by ε for Ra=108 and Nui=1.82: „a… �=0.02, „b… �=0.08, and „c… �=0.25. To the left of the line ε
=0.8 is the liquid area „ε=ε0…, to the right of the line ε=0.0 is the solid area „ε=0…, and between the two lines is the melting
region „0<ε<ε0…. It is noted that the melting times at this higher interstitial Nusselt number are significantly smaller than in
Figs. 8„a…–8„c…. Flow streamlines are also plotted in the melt and mushy zones.

Fig. 10 Melt volume fractions at different times with Ra=108
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being �1−	m�. On the other hand, for greater levels of convection
as with Ra=108, the temperature profiles in the PCM deviate sig-
nificantly from being conduction-dominated �see, for example,
Fig. 5�b�, �=4.2�. PCM beyond a distance of �1−	m� from the hot
wall can also melt due to the convective heat transfer, leading to
higher melt volume fractions than in the conduction-dominated
cases.

It is noted that even at a fixed Rayleigh number, the maximum
melt volume fraction can be different under different interstitial
heat transfer conditions. Convection becomes relatively important
in melting at small interstitial Nusselt numbers. The greater the
role of convection in the melting process, the larger is the maxi-
mum melt volume fraction, as illustrated in Fig. 10. This is be-
cause larger interstitial heat transfer causes the temperature profile
of the metal foam to be imprinted on the PCM, making it re-
semble a conduction-dominated shape, which leads to a lower
maximum melt volume fraction, as discussed earlier.

The effect of volume change in the PCM during melting on the
evolution of the melt volume fraction is evident from Fig. 10.
Volume shrinkage �f�=0.5� expedites the melting process, while
expansion �f�=1.5� suppresses the process, as signified by the
f�=0.5 �1.5� curves being above �below� that for f�=1.0 in Fig.
10.

The variation in the melting rate Rm as a function of melt vol-
ume fraction is shown in Figs. 11�a�–11�c�. The melting rate is
defined as

Rm = ��Vm/V0�/�� �17�

Since both �Vm /V0� and � are dimensionless parameters, the melt-
ing rate Rm is also nondimensional. At the beginning, the melting
rate is zero for all cases. This is because the temperature of the
solid PCM is initially set to the cold wall temperature at 	1=0.
The subsequent variation in the melting rate is strongly influenced
by the interstitial Nusselt number. At a high interstitial Nusselt
number, Nui=1.82 �Fig. 11�a��, the melting rate Rm rises quickly
to a peak value at �Vm /V0��0.05, and then rapidly drops until
�Vm /V0��0.2 and continues to drop more gradually over 0.2
� �Vm /V0��0.5; beyond this melt volume fraction, the melting
rate again drops rapidly. The initial quick rise of Rm is due to the
rapid growth of the melting region in the PCM. At ��0.02, when
�Vm /V0� reaches 0.05, the melting region has expanded to its
maximum extent, as shown in Fig. 9�a�, due to the quick spread of
the high-temperature region in the metal foam; this corresponds to
the maximum melting rate seen in Fig. 11�a�. During the period
0.02���0.1 when �Vm /V0� is between 0.05 and 0.5, the melting
region does not change much in extent as it translates to the right,
as is clear from a comparison of Figs. 9�a� and 9�b�. Early in this
period, i.e., 0.02���0.04 �0.02� �Vm /V0��0.2�, conduction is
more important than convection due to the limited melt thickness,

and the melting rate decreases rapidly with increased conduction
resistance as the melt volume fraction increases. Later in this pe-
riod, �0.04���0.1, 0.2� �Vm /V0��0.5�, convection becomes
more important due to the increased liquid space. Since convec-
tion does not diminish at the same rate as conduction when the
melt volume fraction increases, the decrease in melting rate occurs
more slowly in this period. At the final stage, for �0.1
��Vm /V0�0.5�, the melt region has shrunk, especially in the up-
per part of the enclosure, as shown in Fig. 9�c�, and heat loss to
the cold wall becomes significant, as shown in Fig. 6�b� at �
=0.24; this causes the melting rate to decrease rapidly for melt
volume fractions greater than 0.5, as shown in Fig. 11�a�.

For zero interstitial heat transfer �Nui=0�, on the other hand,
the melting of PCM is not enhanced by the metal foam. The
melting speed is thus significantly lower than at a high interstitial
Nusselt number, as evident from a comparison between Figs.
11�a� and 11�c�. Convection plays a more important role in the
melting process under these conditions, which changes the devel-
opment of the melting rate during the intermediate portions of the
melting process. In Fig. 11�c�, as the melt volume fraction exceeds
0.05, the melting rate increases and remains at a high level until
the melt volume fraction reaches �0.25. The gradual increase in
melting rate in this period corresponds to a gradual improvement
in convection heat transfer as the extent of the melt region in-
creases. The subsequent decrease in Rm as the melt volume frac-
tion exceeds 0.25 ��1.9� in Fig. 11�c� is a result of the proxim-
ity of the melt to the cold wall on the right in the upper part of the
enclosure ��=1.9 in Fig. 5�b��.

At an intermediate interstitial Nusselt number Nui=0.0182, the
behavior of the melting rate combines features of the behavior at
Nui=1.82 and 0: convection contributes an expanded high-
melting rate region in the range 0.1� �Vm /V0��0.5 as it does
under a zero interstitial Nusselt number condition, while the heat
transfer from the metal foam leads to a decrease in the melting
rate with increasing melt volume fraction in this region, as shown
in Fig. 11�b�.

Compared with the case without volume change during melting
�f�=0�, volume shrinkage �f�=0.5� increases the melting rate in
all cases, while volume expansion �f�=1.5� reduces the melting
rate, as shown by the entire set of profiles of Rm in Figs.
11�a�–11�c�.

4.4 Wall Nusselt Number. As discussed in Sec. 4.3, the par-
ticipation of metal foam in the melting of the PCM can improve
the melting rate, and thus enhance the heat transfer process. The
heat transfer performance under different conditions of interstitial
heat transfer and volume change can be quantified using the fol-
lowing definition of the average Nusselt number on the hot wall

Fig. 11 Variation in melting rate as a function of melt volume fraction for different interfacial Nusselt numbers: „a… Nui
=1.82, „b… Nui=0.0182, and „c… Nui=0. The influence of volume expansion and shrinkage is also brought out.
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Figure 12 shows the change in wall Nusselt number with time. It
is clear that interstitial heat transfer greatly enhances wall heat
transfer, as shown by a comparison of the profiles at Nui=1.82
with those at Nui=0.0182 and 0. For Nui=0, the wall Nusselt
number initially decreases rapidly corresponding to the reduction
in heat conduction as the melt front moves away from the hot
wall, and then is governed by convection over a relatively long
time period of 0.08���2.

As the interstitial Nusselt number increases, Nuw decreases
monotonically with time, indicating the dominant effect of con-
duction heat transfer in these cases. Although the effect of con-
vection is still evident for Nui=0.0182, as indicated by the slow
decrease in the lines during the time period of 0.05���1 in Fig.
12, it almost disappears for Nui=1.82 where the conduction heat
transfer enhanced by the metal foam is very strong.

Volume change during melting does not appear to have a strong
effect on the wall Nusselt number at the hot wall in Fig. 12. Since
the heat transfer in the metal foam dominates the overall heat
transfer, any differences in heat transfer rate caused by volume
change appear to be swamped in terms of the effect on the wall
Nusselt number.

5 Conclusions
A two-temperature model is developed for an investigation of

the melting of phase change materials embedded in metal foams.
The influence of volume change in the PCM during melting and
of interstitial Nusselt number on the melting region behavior are
treated in detail.

Volume shrinkage/expansion of the PCM during melting causes
an added flow that expedites �suppresses� the propagation of the
melt front, and consequently increases �decreases� the melting rate
by over 10% at the solid-liquid density ratio of 0.5 �1.5� in the
earlier stages of melting �Vm /V0�0.4�.

Interstitial heat transfer between the metal foam and PCM can
significantly enhance the melting process and improve the overall
heat transfer rates, as well as alter the melt front propagation and
the behavior of the melting region. With a high interstitial Nusselt
number, the melting and heat transfer processes display
conduction-dominant behavior.

At the highest interstitial Nusselt number of 1.82 considered in
this paper, the wall Nusselt number exceeds three times that found
in the absence of interstitial heat transfer, which shows the impor-
tance of the choice of the interstitial Nusselt number value in
accurately modeling the melting of PCM in metal foams. A more
faithful treatment of the structure-related interstitial heat transfer,
as conducted in Refs. �27,28�, is important for improved modeling
accuracy in such problems.

Nomenclature
Cp � specific heat, J kg−1 K−1

Da � Darcy number
dp � pore diameter in metal foam, m
F � inertial coefficient

fCp � specific heat ratio of solid to liquid PCM
phases �=Cps /Cpl�

fk � thermal conductivity ratio of metal foam to
liquid PCM �=km /kl�

fk,MF � effective thermal conductivity ratio of metal
foam alone to liquid PCM �=ke,MF /kl�

fk,PCM � effective thermal conductivity ratio of PCM
embedded in metal foam to its liquid phase
�=ke,PCM /kl�

f� � density ratio of solid to liquid PCM phases
�=�s /�l�

g � acceleration due to gravity, m /s2

hi � interstitial heat transfer coefficient, W m−3 K−1

hL � latent heat, J/kg
H � height of the enclosure, m
K � permeability, m2

ke � effective thermal conductivity, W m−1 K−1

Nui � interstitial Nusselt number
P � nondimensional pressure
p � pressure, Pa

Pr � Prandtl number
Ra � Rayleigh number
Rh � nondimensional parameter=�2 / �hLH2�
Ste � Stephan number

t � time, s
T1 � temperature of PCM, K
T2 � temperature of metal foam, K
U � nondimensional velocity
u � velocity, m/s

umag � magnitude of velocity, m/s
X, Y � nondimensional Cartesian coordinates
x, y � Cartesian coordinates, m

Greek Symbols
�l � thermal diffusivity of liquid PCM, m2 /s
� � coefficient of thermal expansion

� �i , j� � delta function
� � porosity of PCM melt

�0 � porosity of metal foam
� � ratio of dp to H
� � viscosity of liquid PCM, kg m−1 s−1

� � kinematic viscosity of liquid PCM, m2 /s
	1 � nondimensional temperature of PCM
	2 � nondimensional temperature of metal foam
� � density, kg /m3

� � nondimensional time

 � ratio defined as 
= ��mCpm� / ��lCpl�

Subscripts
c � cooling wall
h � heating wall

i, j � indices for directions, 1 �x-direction� or 2
�y-direction�

Fig. 12 Variation in wall Nusselt number with time for different
interstitial Nusselt numbers, and under volume expansion/
contraction upon melting
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l � liquid PCM
s � solid PCM

m � metal foam or melting
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Effect of Particle Migration on
Flow and Convective Heat
Transfer of Nanofluids Flowing
Through a Circular Pipe
This paper aims to study the effect of particle migration on flow and heat transfer of
nanofluids flowing through a circular pipe. To do this, a two-component model proposed
by Buongiorno (2006, “Convective Transport in Nanofluids,” ASME J. Heat Transfer,
128, pp. 240–250) was used and a numerical study on laminar flow of alumina-water
nanofluid through a constant wall temperature tube was performed. The effects of non-
uniform distribution of particles on heat-transfer coefficient and wall shear stress are
shown. Obtained results illustrate that by considering the particle migration, the heat-
transfer coefficient increases while the wall shear stress decreases, compared with uni-
form volume fraction. Thus, it can be concluded that the enhancement of the convective
heat transfer could not be solely attributed to the enhancement of the effective thermal
conductivity, and beside other reasons, which may be listed as this higher enhancement,
particle migration is proposed to be an important reason. �DOI: 10.1115/1.4000743�

Keywords: nanofluids, heat transfer, thermophoresis, Brownian motion, nonuniform par-
ticle distribution

1 Introduction
A possible effective way of improving the heat-transfer perfor-

mance of common fluids is to suspend various types of small solid
particles, such as metallic and nonmetallic particles, in conven-
tional fluids, such as water, mineral oils, and ethylene glycol, to
form colloidal. Such a technique is not new; however, suspended
micron and millimeter sized particles may cause some severe
problems in the flow channels. The major problem with the use of
such large particles is the rapid settling of these particles in fluids.
Furthermore, these conventional suspensions do not work with the
emerging miniaturized devices because they can clog the tiny
channels of such devices.

Recent developments in nanotechnology and related manufac-
turing techniques have made possible the production of nanosized
particles. Fluids with nanoparticles suspended in them are called
nanofluids, as was coined by Choi �1� to describe this new class of
nanotechnology-based heat-transfer fluids, which exhibit thermal
properties superior to those of their base fluids or conventional
particle fluid suspensions.

Many researchers have reported experimental studies on the
thermal conductivity and viscosity of nanofluids �2–8�. Moreover,
various mechanisms and models have been proposed for explain-
ing the enhancement of thermal conduction of nanofluids using
various assumptions. Koo and Kleinstreuer �9� considered the ki-
netic energy of the nanoparticles due to the Brownian movement
and proposed a model for the effective thermal conductivity of
nanofluids. Prasher et al. �10� introduced a Brownian-motion-
based convective-conductive model, which predicts the right trend
with respect to different parameters such as nanoparticle volume
fraction, nanoparticle diameter, and temperature. Jang and Choi
�11,12� proposed and modeled the Brownian-motion induced
nanoconvection as a key nanoscale mechanism governing the
thermal behavior of nanofluids. In their model effects of various

parameters such as the ratio of the thermal conductivity of nano-
particles to that of a base fluid, volume fraction, nanoparticle size,
and temperature on the effective thermal conductivity of nano-
fluids was included.

To investigate the heat-transfer enhancement by very fine par-
ticles suspended in a fluid, two main approaches have been
adopted in the literature. The first one is the two-phase model that
takes into account the fluid and solid phase role in the heat-
transfer process. The second one is the single-phase model where
both the fluid phase and the solid particles are in thermal equilib-
rium state and flow with the same local velocity. This approach is
simpler and requires less computational time. Also, if the main
interest is focused on the heat-transfer process, the modified
single-phase is more convenient than the two-phase model.

The number of studies available in convective heat-transfer area
is limited compared with that in the area of thermal conductivity
of nanofluids. Wen and Ding �13� reported heat-transfer enhance-
ment due to the addition of �-Al2O3 nanoparticles to de-ionized
water flowing through a copper tube in the laminar flow regime.
Their results indicate that the Nusselt number increases up to 47%
when 1.6% volume fraction of �-Al2O3 nanoparticles is added to
water. They proposed that particle migration may be a reason for
this enhancement. Zeinali Heris et al. �14� conducted an experi-
mental investigation to study a laminar flow forced convection
heat transfer of Al2O3/water nanofluid inside a circular tube with
constant wall temperature. Raisee and Moghadami �15� performed
a numerical study to investigate the hydrodynamic and thermal
characteristics of water/�-Al2O3 mixture flows through circular
pipes. Their observations show that temperature dependency
�Brownian motion� has a significant effect on the heat-transfer
characteristics of nanofluids. Hwang et al. �16� measured the pres-
sure drop and convective heat-transfer coefficient of water-based
Al2O3 nanofluids flowing through a uniformly heated circular tube
in the fully developed laminar flow regime. They discussed the
various parameter effects on remarkable enhancement of the con-
vective heat-transfer coefficient and showed for the first time the
flattened velocity profile due to particle migration induced by
Brownian diffusion and thermophoresis.
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It is expected that the main reasons for heat-transfer enhance-
ment of nanofluids may be from the various effects of thermal
conductivities under static and dynamic conditions �17�, energy
transfer by nanoparticles dispersion �8,18,19�, particle migration
due to viscosity gradient, and nonuniform shear rate �20,21�,
Brownian diffusion, and thermophoresis �22�, beside substantial
augmentation of the thermal conductivity. Therefore, the convec-
tive heat-transfer coefficient of the nanofluids is a function of
properties, dimension, and volume fraction of suspended nanopar-
ticles as well as the flow velocity.

Recently, using the order of magnitude analysis, Buongiorno
�22� presented seven slip mechanisms and concluded that Brown-
ian diffusion �movement of nanoparticles from the high concen-
tration site to the low concentration site� and thermophoresis
�movement of nanoparticles from the high temperature site to the
low temperature site� are important slip mechanisms in nano-
fluids. Based on this finding, he developed a two-component four-
equation nonhomogeneous equilibrium model for mass, momen-
tum, and heat transport in nanofluids.

In this paper, by using Buongiorno’s model �22�, an investiga-
tion is carried out to study the effects of particle migration due to
Brownian diffusion as well as thermophoresis for explaining fur-
ther heat-transfer enhancement observed in convective heat-
transfer of nanofluids in a laminar tube flow. To do this, the ther-
mophysical properties of nanofluids will be considered as given
functions of the temperature and nanoparticle volumetric fraction.
Also, it is assumed that the flow is hydrodynamically developed
while thermally developing.

2 Thermophysical Properties of Nanofluids
Thermophysical properties of nanofluids are calculated by us-

ing the following formulas.
The density of nanofluids is predicted by the mixing theory as

�22�

� = ��p + �1 − ���bf �1�
It should be noted that for calculating the specific heat of nano-

fluid, some of prior researchers have used the following correla-
tion �3,8�:

Cp = �Cp,p + �1 − ��Cp,bf �2�
But, in the present work, the more accurate relationship for the

specific heat of nanofluid, which is based on the thermal equilib-
rium model �23�, has been used, that is

Cp =
��pCp,p + �1 − ���bfCp,bf

�
�3�

As no generally accepted correlations currently exist for deter-
mining the nanofluid dynamic viscosity and thermal conductivity
as a function of temperature and volume fraction, simultaneously,
we have opted to use the correlations given by Williams et al. �24�
as well as by Rea et al. �25�, derived for the alumina-water nano-
fluid

���,T� = �bf�T�exp�4.91�/�0.2092 − ��� �4�

k��,T� = kbf�T��1 + 4.5503�� �5�

The applicable temperature range of these equations is 20°C
�T�80°C, with volumetric loadings of up to 6% �24,25�. Also,
the density and specific heat of alumina are chosen as
3920 kg /m3 and 880 J/kg K, respectively. These data correspond
to the same nanofluid used in Refs. �24,25�.

It is important to mention here that Eqs. �4� and �5� have been
derived for the alumina-water nanofluid used in Refs. �24,25�. The
reason of such utilization resides in the fact that, although there
exists some formulas that can be employed to compute for the
dynamic viscosity and thermal conductivity of the nanofluid, but
these formulas are not general and each has their limitations.
Moreover, up to date, there is no generally accepted correlation to

predict the dynamic viscosity and the thermal conductivity of
nanofluid as a function of temperature and volume fraction.
Therefore, under the scope of the present research, which empha-
sizes the effect of particle migration on heat transfer and pressure
drop, using these equations, which presented the dynamic viscos-
ity and thermal conductivity of the alumina-water nanofluid as a
function of temperature as well as volume fraction of nanopar-
ticles, seems to be useful in the simulation.

3 Mathematical Formulation
The problem under consideration is a two-dimensional �axi-

symmetric� steady, forced laminar convection flow of a nanofluid
flowing inside a straight circular tube. The fluid enters the circular
tube with a developed velocity profile and a uniform temperature.
The flow and thermal fields are assumed to be axisymetric with
respect to the horizontal plane parallel to x-axis, as shown in Fig.
1.

The nanofluid is treated as a two-component mixture �base
fluid+nanoparticles� with the following assumptions �22�:

�1� incompressible flow
�2� no chemical reactions
�3� negligible external forces
�4� dilute mixture ���1�
�5� negligible viscous dissipation
�6� negligible radiative heat transfer
�7� the nanoparticles and the base fluid are in thermal equilib-

rium locally

Therefore, under the above assumptions, the continuity equa-
tion for the nanofluid, nanoparticle continuity equation, nanofluid
momentum equation, and nanofluid energy equation, can be ex-
pressed, respectively, as �22�

� · V = 0 �6�

V · �� = � · �DB � � + DT

�T

T
� �7�

��V · �V� = − �P + � · � � V �8�

��Cp�V · �T = � · k � T �9�
Equation �7� states that nanoparticles not only can move homo-

geneously with the fluid �first term of the left-hand side�, but also
they possess a slip velocity relative to the fluid �right-hand side�
due to Brownian diffusion and thermophoresis. Brownian motion
is proportional to the volumetric fraction of nanoparticles,
whereas the thermophoresis is proportional to the temperature gra-
dient. In Eq. �7�, DB represents the Brownian diffusion coefficient,

Fig. 1 Grid layout and geometry of problem
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given by the Einstein–Stokes equation, and DT represents the ther-
mophoretic diffusion coefficient of the nanoparticles

DB =
kBT

3��dp
�10�

DT = � 0.26k

2k + kp
���

�
�� �11�

where KB is the Boltzmann’s constant �KB=1.3807�10−23 J /K�.
Note that the expression for DT �Eq. �11�� was established for

particles greater than 1 �m in diameter �26�.
Although the phenomenon of thermophoresis in gases is well

understood and can be calculated accurately, for liquids, the con-
verse is true �27,28�. Unfortunately there is very little experimen-
tal data and considerable confidence is placed on the experimental
data of McNab and Meisen �26�, which were obtained for particle
sizes greater than 1 �m in diameters. However, the thermo-
phoretic velocity appears to be independent of particle size �29�.
Thus, we have used Eq. �11� for simulating the thermophoretic
effect in the present work �see Refs. �22,30,31��.

The following boundary conditions were used for solving for
the coupled nonlinear partial differential equations given above.
At the tube inlet section, a parabolic velocity profile, a uniform
temperature profile Tin, and uniform particle distribution �m are
specified. The length of the computational domain is chosen large
enough so that the flow exits the pipe with fully developed veloc-
ity and temperature profiles. Therefore, at the outlet section, the
zero normal gradient condition is applied.

On the wall surface of the tube, the no-slip boundary condition
and constant wall temperature were imposed. Due to imperme-
ability, the total nanoparticle mass flux at the wall is zero, i.e.

�DB � � + DT

�T

T
�

wall
= 0 �12�

On the tube center of the pipe, the symmetry boundary condi-
tion, which is the zero normal gradient for all variables, was ap-
plied.

4 Numerical Method and Validation
The system of governing Eqs. �6�–�9� constitute a complete set

of equations from which V �velocity vector field�, P �pressure
field�, � �particle volume fraction distribution�, and T �tempera-
ture field� can be calculated, once the boundary conditions and the
nanofluid transport coefficients ��, C, �, k, DB, and DT� are
known as functions of � and the temperature.

Note that the conservation equations �Eqs. �6�–�9�� are strongly
coupled. That is, V depends on � via viscosity, � depends on T
mostly because of thermophoresis, T depends on � via thermal
conductivity and also via the Brownian and thermophoretic terms
in the energy equation, and � and T obviously depend on V be-
cause of the convection terms in the nanoparticle continuity and
energy equations, respectively.

In the present study, the system of governing Eqs. �6�–�9� were
solved using the finite volume method. In this technique, integrat-
ing the governing equations over the finite control-volumes results
in a set of algebraic equations that can be solved numerically.
Staggered grids have been used, where the velocity components
are calculated at the center of the volume interfaces, while the
pressure as well as other scalar quantities such as temperature are
computed at the center of the control-volume. The algebraic dis-
cretization equations have been solved sequentially as well as it-
eratively throughout the physical domain by combining the line-
by-line procedure and the well-known tri-diagonal matrix
algorithm �TDMA� technique. Pressure and velocity were coupled
using semi-implicit method for pressure linked equations
�SIMPLE� �32�.

As shown in Fig. 1, the grid used for computations consists of
150�60 grid nodes in the streamwise �x� and radial �y� direc-

tions, respectively. The grid spacing of the domain was tested and
it was found that further increase in the total number of nodal
points did not improve the accuracy appreciably. As can be seen,
the grid points are highly packed near the pipe entrance, as well as
near the wall in order to resolve the sharp gradients of variables in
these regions.

The computer program was successfully validated by compar-
ing the calculated results with the available data in the literature
for the classical problem of the laminar flow of pure water in
tubes, i.e., �m=0. To do this, first developing laminar flow and
heat transfer of a pure water through a pipe at Re=1000 is com-
puted. It is assumed that the flow enters the pipe with uniform
velocity and temperature. A constant temperature is applied as the
wall thermal boundary condition.

Figure 2 shows that the friction factor obtained in the fully
developed region of the pipe is in complete agreement with the
well-known Fanning friction factor, i.e., f =16 /Re �33�. Moreover,
the local Nusselt number obtained from our computer program is
compared with the following Shah equations �33,34� of the local
Nusselt number in a circular tube for a constant wall temperature
in Fig. 3

Fig. 2 Comparison of the friction factors in fully developed
region

Fig. 3 Comparison of the Shah equation and numerical results
for local Nusselt number of pure water
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Nux = 	1.077x�
−1/3 − 0.70, x� 	 0.01

3.657 + 6.874�103x��−0.488e−57.2x�, x� 
 0.01

 �13�

where

Nux = h�x�dtube/kwater

x� = ��x/dtube�/�Redtube
Pr�� .

Again, a good agreement is apparently displayed between the
results obtained by our computer code and that of the Shah equa-
tion �33,34�. Thus, these results confirm the validity of the com-
putational scheme used in the present investigation.

5 Results and Discussion
The working nanofluid used in this simulation is �Al2O3-water

mixture. The thermophysical properties of water as the base fluid
are temperature-dependent and computed by the correlations pro-
posed by Hagen �35�.

Numerical simulation has been carried out for the following
values and ranges: Re=600–2000, �m=0.03,0.04,0.05, Tw
=353 K, and Tin=293 K.

Figure 4 shows the computed average wall heat-transfer coef-

ficient ratio h̄r= h̄ / h̄bf �ratio of the averaged wall heat-transfer co-
efficient for nanofluid to the averaged wall heat-transfer coeffi-
cient for pure water�.

Here the average wall heat-transfer coefficients for the base
fluid and nanofluid are calculated as:

h̄ =
1

L�0

L 	k� �T

�y
�

wall

/�Tw − Tb�
dx �14�

h̄bf =
1

L�0

L 	kbf� �T

�y
�

wall

/�Tw − Tb�
dx �15�

where Tb is the bulk temperature of the fluid in each section.
As is seen in Fig. 4, addition of alumina nanoparticles to pure

water effectively enhances convective heat transfer in the laminar
regime. The level of heat transfer increase depends on the volume
concentration. For the lowest value of �m=0.03, the heat-transfer
increase is approximately 17%, while at the upper limit of �m
=0.05, the level of heat-transfer augmentation reaches to about
37%. Also, the heat-transfer enhancement increases slightly by
increasing the Reynolds number for a fixed value of volume con-
centration.

In Figs. 5 and 6 the effects of particle volume concentration on
the axial wall heat-transfer coefficient ratio distribution of

water–�Al2O3 nanofluid at Re=600 and Re=2000 are presented,
respectively. The influence of the addition of nanoparticles to the
base fluid on heat-transfer enhancement is also visible in these
figures.

This study is based on the model developed by Buongiorno
�22�. The difference of this model with single-phase traditional
ones is the existence of the nanoparticle continuity equation, i.e.,
Eq. �7�. This equation states that nanoparticles can move homo-
geneously with the fluid, but they also possess a slip velocity
relatively to the fluid, which is due to Brownian diffusion and
thermophoresis. This slip phenomenon causes a nonuniform par-
ticle distribution, which results in a nonuniform distribution of
thermal conductivity and viscosity field and reduces the thermal
boundary layer thickness. Prediction of how much can it affect the
heat-transfer coefficient and wall shear stress is the main purpose
of this article.

The effect of particle migration due to Brownian diffusion and
thermophoresis on the averaged heat-transfer coefficient is illus-
trated in Fig. 7. Here the vertical axis denotes the ratio of the

Fig. 4 Effect of nanoparticle volume fraction on the averaged
heat-transfer coefficient ratio

Fig. 5 Wall heat-transfer coefficient ratio distribution at Re
=600

Fig. 6 Wall heat-transfer coefficient ratio distribution at Re
=2000
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averaged heat-transfer coefficients with and without consideration
of the particle distribution. By eliminating Eq. �7� as a transport
equation for nanoparticles and assuming that there is a uniform
particle concentration in the flow field, one can solve for Eqs. �6�,
�8�, and �9� as the governing equations and compute for the de-
sired flow and heat-transfer parameters.

With reference to Fig. 7, it is clear that higher heat transfer is
achieved by considering a nonuniform distribution of particle con-
centration caused by thermophoresis and Brownian motion. For
the lowest value of �m=0.03, the heat-transfer enhancement is
about 3%, while at the upper limit of �m=0.05, the level of heat-
transfer enhancement reaches to about 8%. Also, computations
show that the heat-transfer enhancement due to particle migration
is insensitive to the Reynolds number for a fixed value of mean
volume concentration of nanoparticles. Moreover, the local heat-
transfer coefficients for two lower and upper limits of Reynolds
number and the mean volume concentration of nanoparticles are
shown in Figs. 8 and 9.

The effect of particle migration on the averaged wall shear
stress is demonstrated in Fig. 10. Here the vertical axis denotes
the ratio of the averaged wall shear stress with and without con-
sideration of particle distribution.

The local and averaged wall shear stresses of nanofluid are
obtained as

�w = �� �u

�y
�

wall

�16�

Fig. 7 The effect of particle migration on the averaged heat-
transfer coefficient

Fig. 8 The effect of particle migration on the local heat-
transfer coefficient at Re=600 and �m=0.03

Fig. 9 The effect of particle migration on the local heat-
transfer coefficient at Re=2000 and �m=0.05

Fig. 10 The effect of particle migration on the averaged wall
shear stress

Fig. 11 The effect of particle migration on the local wall shear
stress at Re=600 and �m=0.03
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�̄w =
1

L�0

L 	�� �u

�y
�

wall

dx �17�

Obviously, by taking into account the particle migration, the
averaged shear stresses are reduced. As shown in Fig. 10, this
reduction is roughly between 7% and 24%. Moreover, the local
heat-transfer coefficients for two lower and upper limits of Rey-
nolds number and the mean volume concentration of particles are
shown in Figs. 11 and 12.

Table 1 Effect of migration mechanisms on heat transfer and
wall shear stress

Re=600
and �m=0.03

Re=2000
and �m=0.05

Enhancement of
averaged heat-transfer
coefficient �%�

�DB=0, DT=0� 14.1 26.3
�DB=0, DT�0� 15.99 31.7
�DB�0, DT�0� 17.34 36.4

Enhancement of
averaged wall
shear stress �%�

�DB=0, DT=0� 278.2 693.5
�DB=0, DT�0� 263.6 604.6
�DB�0, DT�0� 254.7 558.2

Fig. 12 The effect of particle migration on the local wall shear
stress at Re=2000 and �m=0.05

Fig. 13 Radial particle concentration distribution at Re=600
and �m=0.03

Fig. 14 Radial particle concentration distribution at Re=2000
and �m=0.05

Fig. 15 Dimensionless velocity profile at Re=600

Fig. 16 Dimensionless velocity profile at Re=2000
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The augmentation of the heat-transfer coefficient and the reduc-
tion in the shear stress due to inclusion of particle migration can
be explained as follows: From Figs. 13 and 14, one can see that
particles migrate to the core region of the pipe. In the vicinity of
the wall, the velocity is negligible and the diffusion terms in Eq.

�7� become dominant. Thus, the skidding of nanoparticles due to
Brownian diffusion and thermophoresis leads to particle depletion
in the wall region. On the other hand, the particle volume fraction
in the centerline of the pipe increases and leads to the increasing
of the viscosity and thermal conductivity of nanofluids near the

Table 2 Numerical result for computing Eq. „19… „Re=2000, �m=0.04…

y /R uin /Umean �in /�m uout /Umean �out /�m

Fj=0.25� �Aj+1
2 −Aj

2��Bj�Cj

j=1,2 , . . . ,59
Gj=0.25� �Aj+1

2 −Aj
2��Dj�Ej

j=1,2 , . . . ,59
Node

�j� Aj Bj Cj Dj Ej Fj Gj

1 0.000000 2.000000 1.000000 1.733800 1.005200 0.000252 0.000220
2 0.022471 1.999000 1.000000 1.733800 1.005200 0.001899 0.001656
3 0.065614 1.991400 1.000000 1.729200 1.005200 0.003560 0.003107
4 0.107030 1.977100 1.000000 1.720700 1.005100 0.004988 0.004363
5 0.146790 1.956900 1.000000 1.708600 1.005100 0.006195 0.005437
6 0.184960 1.931600 1.000000 1.693300 1.005000 0.007196 0.006339
7 0.221610 1.901800 1.000000 1.675100 1.004900 0.008002 0.007083
8 0.256790 1.868100 1.000000 1.654300 1.004800 0.008632 0.007681
9 0.290560 1.831200 1.000000 1.631100 1.004700 0.009106 0.008149
10 0.322980 1.791400 1.000000 1.605800 1.004500 0.009437 0.008497
11 0.354100 1.749200 1.000000 1.578600 1.004400 0.009644 0.008742
12 0.383980 1.705100 1.000000 1.549600 1.004300 0.009739 0.008889
13 0.412660 1.659400 1.000000 1.519200 1.004100 0.009744 0.008957
14 0.440200 1.612500 1.000000 1.487400 1.003900 0.009662 0.008947
15 0.466630 1.564500 1.000000 1.454400 1.003800 0.009516 0.008880
16 0.492010 1.515900 1.000000 1.420500 1.003600 0.009309 0.008755
17 0.516370 1.466700 1.000000 1.385700 1.003400 0.009058 0.008587
18 0.539760 1.417300 1.000000 1.350200 1.003200 0.008766 0.008377
19 0.562210 1.367800 1.000000 1.314200 1.003000 0.008449 0.008142
20 0.583770 1.318400 1.000000 1.277800 1.002800 0.008103 0.007876
21 0.604460 1.269300 1.000000 1.241100 1.002500 0.007744 0.007591
22 0.624320 1.220400 1.000000 1.204200 1.002300 0.007376 0.007295
23 0.643390 1.172100 1.000000 1.167200 1.002000 0.007002 0.006987
24 0.661700 1.124300 1.000000 1.130300 1.001800 0.006622 0.006670
25 0.679270 1.077200 1.000000 1.093500 1.001500 0.006249 0.006353
26 0.696140 1.030800 1.000000 1.056900 1.001200 0.005880 0.006036
27 0.712340 0.985140 1.000000 1.020600 1.000900 0.005516 0.005719
28 0.727890 0.940350 1.000000 0.984560 1.000500 0.005162 0.005407
29 0.742820 0.896450 1.000000 0.948980 1.000200 0.004817 0.005100
30 0.757150 0.853460 1.000000 0.913850 0.999820 0.004483 0.004799
31 0.770900 0.811420 1.000000 0.879220 0.999430 0.004167 0.004513
32 0.784110 0.770340 1.000000 0.845140 0.999020 0.003861 0.004231
33 0.796790 0.730260 1.000000 0.811640 0.998580 0.003568 0.003960
34 0.808960 0.691170 1.000000 0.778750 0.998120 0.003289 0.003699
35 0.820640 0.653090 1.000000 0.746490 0.997620 0.003027 0.003452
36 0.831860 0.616020 1.000000 0.714890 0.997090 0.002777 0.003214
37 0.842630 0.579960 1.000000 0.683970 0.996510 0.002542 0.002987
38 0.852970 0.544900 1.000000 0.653730 0.995900 0.002319 0.002770
39 0.862890 0.510840 1.000000 0.624190 0.995220 0.002112 0.002568
40 0.872420 0.477780 1.000000 0.595360 0.994490 0.001915 0.002373
41 0.881560 0.445700 1.000000 0.567230 0.993680 0.001733 0.002192
42 0.890340 0.414580 1.000000 0.539800 0.992770 0.001563 0.002021
43 0.898770 0.384420 1.000000 0.513080 0.991730 0.001404 0.001858
44 0.906860 0.355200 1.000000 0.487050 0.990530 0.001257 0.001707
45 0.914630 0.326900 1.000000 0.461710 0.989100 0.001120 0.001564
46 0.922090 0.299510 1.000000 0.437050 0.987220 0.000993 0.001430
47 0.929250 0.273000 1.000000 0.413020 0.984250 0.000875 0.001302
48 0.936120 0.247360 1.000000 0.389570 0.978140 0.000767 0.001181
49 0.942720 0.222570 1.000000 0.366490 0.963420 0.000666 0.001057
50 0.949050 0.198610 1.000000 0.343360 0.929330 0.000575 0.000924
51 0.955130 0.175450 1.000000 0.319360 0.862250 0.000491 0.000770
52 0.960970 0.153080 1.000000 0.293340 0.756970 0.000413 0.000599
53 0.966570 0.131480 1.000000 0.264140 0.629450 0.000343 0.000433
54 0.971950 0.110620 1.000000 0.231250 0.509220 0.000279 0.000297
55 0.977120 0.090488 1.000000 0.195140 0.414590 0.000219 0.000196
56 0.982070 0.071061 1.000000 0.156870 0.347200 0.000166 0.000128
57 0.986830 0.052319 1.000000 0.117520 0.301870 0.000118 0.000080
58 0.991400 0.034241 1.000000 0.077929 0.272380 0.000075 0.000046
59 0.995790 0.016808 1.000000 0.038682 0.253230 0.000035 0.000021

60 1.000000 0.016808 1.000000 0.038682 0.253230
Sum�F1 ,F59�
=0.254776

Sum�G1 ,G59�
=0.252215
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centerline. Moreover, as a consequence of the viscosity increase
near the centerline, velocity profile predicted by Eq. �8� is flat-
tened, as shown in Figs. 15 and 16. Hence, although the slope of
velocity near the wall is increased, this effect is countered with the
diminishing of nanofluid viscosity at the vicinity of the wall, so
the net effect �see Eq. �4��, makes the wall shear stresses smaller.
In addition, since the bulk mean temperature and the heat-transfer
coefficient are defined as

Tb =
1

UmeanAc
�

Ac

uTdAc, h = − k� �T

�y
�

wall

/�Tw − Tb� �18�

with flattened velocity profile �see Figs. 15 and 16�, the bulk mean
temperature increases and, as a consequence, the difference be-
tween the tube wall temperature �Tw� and bulk mean temperature
�Tb� of the nanofluid decreases. Although the numerator decreases
slightly compared with constant particle concentration case, the
decline of denominator is dominant and the resultant effect of
particle migration on heat-transfer is positive, i.e., the heat trans-
fer is increased.

The above results also explain why nanofluids are likely to give
higher heat transfer with a relatively lower pressure penalty due to
lower viscosity near the wall. Furthermore, as seen from Figs. 13
and 14, for the considered cases, migration of particles to the core
region may not encourage the formation of clusters/aggregates
and non-Newtonian behavior due to high solid concentrations.

It is worthwhile here to investigate the quantitative contribution
of thermophoretic and Brownian diffusion to the overall heat-
transfer enhancement. But it should be noted that, as can be seen
from Eqs. �7�, �10�, and �11�, these two phenomena are coupled,
i.e., the behavior of these two diffusions are such that one affects
the another. Therefore, it cannot be concluded that the effects of
these two mechanisms are additive. In Table 1 the effects of mi-
gration mechanisms on the averaged heat-transfer coefficient and
wall shear stress have been shown. These effects have been dis-
played for two lower and upper bounds of Reynolds numbers and
nanoparticle volume fractions, i.e., Re=600 and �m=0.03, and
Re=2000 and �m=0.05. The case of DB=DT=0 certainly shows
the enhancement without considering the migration mechanisms.
It is clear that the effects of particle migration in these two lower
and upper cases are the augmentation of heat transfer from 3.24%
to 10.1%, while it reduces the averaged shear stress between
23.5% and 135.3%.

Finally, to verify the integrity of the solution again, here, the
condition that the flow bulk concentration of nanoparticles at any
cross section should be equal to the initial mean concentration of
nanoparticles is checked, i.e.

�
0

R

uin�mydy =�
0

R

u�ydy �19�

To do this, we consider the typical condition Re=2000 and
�m=0.04 and compute for the left and right integrals of the above
equation at the inlet and outlet of the pipe, respectively. For com-
puting for these integrals the well known trapezoidal rule has been
used in each interval. The numerical results are presented in Table
2. As can be seen from this table, the summation of Fjs and Gjs,
which indicates the left- and right-hand side integrals of Eq. �19�,
respectively, is very close to each other. The error is less than 1%,
which is reasonable. This coincidence of flow bulk concentration
indicates the integrity of the solution again.

6 Conclusion
The effect of particle migration duo to Brownian motion and

thermophoresis on convective heat-transfer coefficient and wall
shear stress has been investigated. Results obtained show that par-
ticle migration due to these effects could result in nonuniformity
in particle concentration in such a way that, in the vicinity of wall
region, the particle concentration is reduced. Also, compared with

constant particle concentration, the nonuniform distribution leads
to a higher heat-transfer coefficient while the wall shear stress is
decreased. Therefore, it seems that particle migration can play an
important role and explain the further heat-transfer enhancement
observed in convective heat transfer of nanofluids.

Nomenclature
C � nanofluid specific heat �J/kg K�

Cbf � base fluid specific heat �J/kg K�
Cp � Nanoparticle specific heat �J/kg K�

d � pipe diameter �m�
DB � Brownian diffusion coefficient �m2 /s�
DT � thermal diffusion coefficient �m2 /s�

h � heat-transfer coefficient �W /m2 K�
k � nanofluid thermal conductivity �W/m K�

kB � Boltzmann constant �J/K�
kp � nanoparticle thermal conductivity �W/m K�
L � total length of pipe �m�
P � pressure �Pa�
R � radius of pipe �m�

Re � Reynolds number
T � nanofluid temperature �K�
u � nanofluid axial velocity �m/s�
V � nanofluid velocity �m/s�
x � axial coordinate �m�
y � radial coordinate �m�

Greek Symbols
� � nanoparticle volumetric fraction
� � viscosity �Pa s�
� � nanofluid density �kg /m3�

�bf � base fluid density �kg /m3�
�p � nanoparticle density �kg /m3�
�w � shear stress at the wall �Pa�

Subscripts
b � bulk

bf � base fluid
in � inlet
m � mean

out � outlet
p � nanoparticle
w � wall

Superscript
� averaged property
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Heat Transfer Augmentation of
Parallel Flows by Means of
Electric Conduction Phenomenon
in Macro- and Microscales
Electrohydrodynamic conduction phenomenon takes advantage of the electrical Coulomb
force exerted on a dielectric liquid generated by externally applied electric field and
dissociated charges from electrolytes. The electric conduction phenomenon can be ap-
plied to enhance or control mass transport and heat transfer in both terrestrial and
microgravity environments with advantages of simplicity and no degradation of fluid
properties for isothermal as well as nonisothermal liquids. This paper numerically stud-
ies the heat transfer augmentation of externally driven macro- and microscale parallel
flows by means of electric conduction phenomenon. The electric conduction is generated
via electrode pairs embedded against the channel wall to mainly enhance the heat trans-
fer and not necessarily to pump the liquid. Two cases of Poiseuille and Couette parallel
flows are considered where for the former, a constant external pressure gradient is ap-
plied along the channel and for the latter, the channel wall moves with a constant
velocity. The electric field and electric body force distributions along with the resultant
velocity fields are presented. The heat transfer enhancements are illustrated under vari-
ous operating conditions for both macro- and microscales. �DOI: 10.1115/1.4000977�

Keywords: EHD conduction, parallel flows, heat transfer enhancement

1 Introduction
Heat transfer augmentation in forced shear flows has received

special attention due to the variety of its applications and numer-
ous industrial advantages. The enhancing effect of a strong elec-
tric field on heat transfer rates has been known for over 70 years
�1�. Electrohydrodynamic �EHD� induced flow typically allows
enhancement of heat transfer without the introduction of large
pressure drops and the resulting increase in pump size and power
typically associated with conventional methods. Electrically
driven flow involves the interaction of electric fields and flow
fields in a dielectric fluid medium. For a liquid, one can take the
advantage of this interaction to pump the liquid and augment the
heat transfer. There are three kinds of EHD pumping mechanisms
utilizing the electric body force; i.e., Coulomb force. Ion-drag
pumping requires direct injection of free charges into the liquid
and is not desirable due to degradation of the liquid properties.
Induction pumping is based on charges induced in a liquid due to
a gradient or discontinuity of the electric conductivity. Conduction
pumping is associated with the heterocharge layers of finite thick-
ness in the vicinity of the electrodes that are based on the process
of dissociation of the neutral electrolytic species and recombina-
tion of the generated ions �2�.

There are numerous studies concentrating on the application of
EHD ion-injection and ion-drag pumping to enhance heat transfer
in various applications. In particular, the heat transfer enhance-
ment of air flow through ducts and channels was an area of inter-
est for several researchers �see, e.g., Nelson and Ohadi �3� and
Molki and Damronglerd �4��. Furthermore, an extensive number
of studies have focused on the applications of EHD ion-injection
for heat transfer enhancement of dielectric liquids �5,6�. Among
the various applications, EHD-enhancement of channel flow has

received considerable attention in the past few years. Benetis �7�
conducted an experimental study of EHD ion-injection heat trans-
fer enhancement in small scales. In theory and for dielectric liq-
uids, flow destabilization by producing transverse flows is tradi-
tionally studied to augment the heat transfer in sheared flows �see,
e.g., Ref. �8�� with a major motivation to understand and control
the motion of fluids in numerous industrial applications. Paschke-
witz and Pratt �9� investigated the role of fluid properties, in par-
ticular, viscosity and electrical conductivity, on the enhancement
level of a dielectric liquid flow under various operating condi-
tions. Kasayapanand et al. �10� examined EHD-injection heat
transfer enhancement in laminar forced convection across a tube
bank and found that the heat transfer is significantly enhanced by
the EHD mechanism at low Reynolds numbers. However, the heat
transfer enhancement was associated with an additional pressure
drop due to the presence of the electrodes inside the channel.
Later, they conducted similar study on the effect of ion-injection
on the heat transfer of wavy channels and drew a similar conclu-
sion �11� and extended their model to investigate enhanced heat
transfer in the channel flow with the wire electrodes positioned
along the centerline �12�.

There are a limited number of published papers concerning heat
transfer augmentation with an electric conduction phenomenon.
Yazdani and Seyed-Yagoobi �13� proposed an electrically driven
impinging liquid jet that provided a considerably high heat trans-
fer performance mainly due to the unique flow distribution at the
nozzle exit and over the surface. Furthermore, evaporation and
condensation heat transfer enhancement by means of EHD con-
duction have been studied by the same researchers �14,15�.

Despite several studies on heat transfer enhancement of air and
liquid flows with ion-injection, the role of EHD conduction
mechanism to augment heat transfer of externally driven flows has
yet to be investigated. In addition, no studies particularly concern
the EHD conduction not as a driving tool, but solely as an aug-
mentation technique. This paper investigates the heat transfer en-
hancement of channel flow where the external flow forced con-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received June 23, 2009; final manuscript received
December 9, 2009; published online April 2, 2010. Assoc. Editor: Jayathi Murthy.

Journal of Heat Transfer JUNE 2010, Vol. 132 / 062402-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



vection is aimed to be enhanced by EHD conduction
phenomenon. While all the EHD ion-injection enhancement tech-
niques are associated with an additional pressure drop penalty
due, in part, to the presence of the electrodes within the fluid
medium, the EHD conduction mechanism considered here pro-
vides a promising advantage of not only avoiding an excess pres-
sure drop, but resulting in a pressure gain throughout the channel.
Two cases of Poiseuille and Couette flows in macro- and micros-
cales are considered. The electric field, net charge density, and
electric body force contours along with the velocity profiles are
presented to illustrate the performance of electric conduction
mechanism. The local and average heat transfer enhancements are
reported for different operating conditions in a dimensionless
form. Finally, this study provides a clear quantitative comparison
of EHD conduction performances in macro- and microscale flows.

2 Theoretical Model
Figure 1 illustrates the 3D representation of the 2D numerical

domain considered for this study. It also includes the numerical
details of the electrode design. A total number of ten electrode
pairs are embedded against the channel wall and the channel
length is L=58d. For the case of Poiseuille flow, only half of the
domain is considered due to the symmetry along the centerline,
and a constant external pressure gradient is applied along the
channel. In the case of Couette flow, only one of the walls is
assumed to be equipped with electrodes and two cases are consid-
ered: first case where the top wall is moving and the lower wall
with the electrodes is stationary �Couette-a� and for the second
case, the bottom wall is moving and the top wall remains station-
ary �Couette-b�. A constant dc potential is applied to the wider
�HV� electrodes while the narrower electrodes are grounded �see
Fig. 1�. The net flow is generated due to the electrode asymmetry
and is superposed onto the externally driven fluid flow. Per given
electrode pair, the net flow direction will be from the narrower
electrode toward the wider electrode �16�. The channel wall is
assumed to be electrically insulative. For the cases of Poiseuille
flow, a constant heat flux is applied along the channel wall, which,
due to the symmetry, is equivalent to the heat flux applied on both
channel walls. For Couette-a flow, the channel lower wall with
electrodes is exposed to a constant heat flux while the upper wall
is thermally insulated. Finally, for the case of Couette-b flow, the
heat flux is applied on the channel upper �stationary� wall and the
lower �moving� wall with electrodes remains thermally insulated.

The following assumptions are incorporated in the theoretical
model.

• The solution domain is 2D, steady state, and laminar.
• The channel wall is assumed to be thermally conductive and

electrically insulated with no volumetric electric charges.
• Mobility and diffusion coefficients for the positive and

negative ions are the same.
• Charge injection is absent.

The theoretical model for EHD conduction phenomenon is
adapted from the work by Jeong et al. �17�. The following trans-
port equations govern the fluid dynamics and heat transfer of the
flow:

�� · u� = 0 �1�

u� · ���u�

T� � = − ���P�

0
� +

1

Re
��2� u�

1

Pr
T� �

+ �ReEHD Mo

Re
�2

C0�p� − n���E�

0
� + � 0

Je
� � �2�

Note that in all the cases studied in this paper, viscous dissipa-
tion is neglected since Br=�u0

2 /k�Tw−Tm��1. The last two terms
on the right hand side of Eq. �2� are the direct consequences of the
applied electric field and attributed to the electric body force and
Joule heating, respectively, and the latter is defined as

Je
� = �	E	2� d

cpu0T0
� �3�

The electric body force and the Joule heating are the results of
the applied electric field. These terms require the solution of the
following Maxwell’s relations:

E� = − ���� �4�

�� · E� = C0�p� − n�� �5�

and charge conservation equations based on dissociation and re-
combination of neutral impurities �i.e., electrolytes�

�� · 
��p�

n� �E� +
Re

ReEHD
�p�

n� �u� − ����p�

n� ��
= 2C0�F��� − p�n�� �6�

with d, u0, �u0
2, V /d, and neq, respectively, selected as scaling

parameters for length, velocity, pressure, electric field, and free
charges. The dimensionless temperature is defined as T�= �T
−Tin� /Tin. Tin=300 K has been arbitrarily selected as the refer-
ence temperature at the channel inlet and corresponds to refriger-
ant R-123 saturation temperature at atmospheric pressure where
the physical property measurements were made. Therefore, the
liquid is assumed to be subcooled with the system pressurized to a
beyond-atmospheric pressure value. The resulting dimensionless
coefficients in the above equations are defined as follows:

ReEHD =
bV

	
, Re =

u0Dh

	

Mo =� 


�b2 , C0 =
�d2

2b
V
�7�

V
Channel scale d ξ g η ξ HV ζ Y

Macroscale 4mm 2mm 1mm 6mm 12.4mm 2mm

Microscale 40µ m 20 µ m 10 µ m 60 µ m 124 µ m 20µ m

2d

ξ HVξ g η

Yxy

Fig. 1 Schematic of 3D representation of the 2D solution domain „not to scale…. Couette flow is
studied for two cases. Couette-a: top wall is moving and the lower wall with electrodes is fixed and
Couette-b: top wall is stationary and the lower wall with the electrodes is moving.
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�ch =
kBT

eV

where u0 is the selected reference velocity. For the case of Poi-
seuille flow, u0=−��xP�0d

2 /2� and for the Couette flow, u0=uw.
The charge concentration at equilibrium neq is defined as neq
=� /2b and is identical for both positive and negative charges in
absolute quantity, which guarantees electrically neutral dielectric
liquid at equilibrium. Mo is identified as the mobility ratio �18�
and C0 is expressed as the electric convection-conduction ratio
�19�. Note that Langevine’s approximation for dielectric fluids
�20� is used to relate the recombination constant to the liquid
properties; that is, kr=2b /
.

The liquid is in contact with the channel wall, which is assumed
to be thermally conductive and electrically insulative. Assuming
no volumetric electric charges within the channel wall, the
Laplace equation governs the potential field and temperature dis-
tribution

��2��s
�

Ts
� � = �0

0
� �8�

The boundary conditions for the dimensional parameters are
presented in Table 1. The momentum and thermal boundary con-
ditions at the inlet and outlet for the case of Couette flow are
imposed by assuming that the current system resembles the
Taylor–Couette flow system where the radii of the rotating/
stationary cylinders are assumed to be much larger than the gap
between them so as to ignore the Coriolis forces due to the chan-
nel curvature. Note that the continuity of potential field is applied
across the liquid interface while the wall exterior surface is
grounded. No boundary condition is required for velocity and
electric charges inside the solid wall since the corresponding
equations do not apply within the solid zone. The charge boundary
condition at the electrode surfaces is adopted from the theoretical
work by González et al. �21�. They argued that the normal com-
ponents of the ion density currents vanish at the electrodes since
they are ideally polarizable as follows:

n · J� = � b�p

n
� ��

�y
− D

�

�y
�p

n
� = 0 �9�

This is a major departure from the previous works on EHD con-
duction phenomenon �e.g., Refs. �14,16�� where the charges were
simply assumed to have zero flux and zero value on the counter-
signed electrodes and cosigned electrodes, respectively.

3 Numerical Technique
The code developed by the authors solves the transport equa-

tions using finite volume discretization scheme. The discretization
equations are solved iteratively by the line-by-line application of
the tridiagonal matrix algorithm. Central difference scheme is ap-
plied to Gauss’ law, and upwind scheme based on the electric field
direction is applied to the charge conservation equations. The con-
vergence criterion 	��i+1−�i� /�i	10−5 is applied for all involved
parameters. The grid independent solution is obtained with grid
sizes of 600�70 and 600�160 for the Poiseuille and Couette
flows, respectively. In addition, an adaptive function is defined to
dynamically refine the grid as the solution proceeds. The numeri-
cal model has been validated against the available experimental
data of Siddiqui and Seyed-Yagoobi �22�. This comparison is pro-
vided in Ref. �16�.

4 Results and Discussions
The reference values selected to calculate the dimensionless

parameters correspond to the properties of refrigerant R-123 as
the working fluid �23�. First, the results for Poiseuille flow are
presented followed by the heat transfer results for the Couette
flow cases. The heat transfer results for pure Poiseuille and Cou-
ette flows and pure EHD conduction driven flow will be presented
as well, allowing for a clear comparison between enhanced and
nonenhanced flows to quantify the heat transfer improvements
that EHD conduction can provide. A constant heat flux of q�
=1 kW /m2 is applied along the channel wall. Throughout this
study and in both macro- and microscales, the maximum ReEHD
number �i.e., applied potential� corresponds to the maximum elec-
tric field intensity of just below the dc breakdown limit of refrig-
erant R-123 �24� to ensure no ion-injection occurs from the elec-
trodes. The microscale channel flow is characterized by low
Reynolds number range of 10Re100, while the macroscale
flow pertains to the moderate laminar range of 100Re2000.

4.1 EHD Enhanced Poiseuille Flow. For the base case, the
macroscale operating conditions Re=−2���xP�0d

3 /�2=500 and
ReEHD=�bV /�=1382 are selected, which correspond to ��xP�0
=−652.5 Pa /m and applied voltage of 10 kV for refrigerant
R-123 as the working fluid. Figures 2–4, respectively, illustrate
the distributions of electric field, net charge density, and electric
body force over the surface of electrode pair No. 3. The selection
of this pair is arbitrary and is solely for illustration purposes. As
shown in Fig. 2, a high intensity electric field exists within the

Table 1 Summary of electrostatic and flow boundary conditions

Equation Momentum Energy Electrostatics

Flow condition Poiseuille Couette-a Couette-b Poiseuille Couette-a Couette-b All conditions

Liquid/wall interface, y=0

u=0 u= �uw ,0� k�yT=ks�yTs

�=�s, �y�p ,n�=0

Ground electrode �=0 n ·J�=0

HV electrode �=V

y=d /2 Symmetry - - Symmetry - -

n ·��p ,n ,��=0, �=�s
a

Liquid/wall interface, y=d - u= �uw ,0� u=0 - k�yT=ks�yTs

Inlet, x=0 P=P0
uin=uout, �xuin=�xuout

T=Tin

Outlet, x=58d P=0 �xT=0

Channel bottom wall, y=−Y
-

ks�yTs=−q� �yTs=0
�s=0

Channel top wall, y=2d+Y - �yTs=0 ks�yTs=−q�

aThis boundary condition is the continuity of electric potential applied across the solid/liquid interface. The zero flux boundary condition is applied across the inlet and outlet.
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interelectrode region. The buildup of the heterocharge layers in
the vicinity of the electrodes is the consequence of high electric
field intensity in this region, as illustrated in Fig. 3. The electric
body force magnitudes embedded by the body force streamtraces
are presented in Fig. 4. It is observed that the major part of the
electric body force is concentrated around the edges of the elec-
trodes, particularly on those facing toward the interelectrode re-
gion, and is directed toward both electrode surfaces. The conse-
quence of electrode asymmetry is the dominance of the body force
directed from the narrower electrode toward the wider electrode.
In addition, the multidirectional pattern of the electric body force
results in considerable secondary velocities in the vicinity of the

electrodes as described below.
The velocity and temperature profiles are presented in Fig. 5 for

different operating conditions. The cross section of x�=12.3 cor-
responds to the middle of the interelectrode gap for electrode pair
No. 3. Figure 5�a� shows that in the flow direction, the external
flow has been superposed by an additional liquid flow induced by
EHD conduction mechanism. Therefore, the considerable second-
ary velocity generated by the process of EHD conduction is sup-
pressed as it is imposed onto the external flow. Nevertheless, these
EHD-induced secondary velocities play an important role in en-
hancing the heat transfer performance as discussed later. In addi-
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Fig. 2 Dimensionless contours of electric field and electric field
streamtraces for electrode pair No. 3 and for the case of Poiseuille flow;
scale: macro
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Fig. 4 Dimensionless contours of electric body force and electric body
force streamtraces for electrode pair No. 3 and for the case of Poiseuille
flow; scale: macro
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tion, it is observed that the maximum v�-velocity does not occur
along the symmetry line �i.e., y�=1� but rather close to the chan-
nel wall where high intensity electric body force exists over the
electrode surfaces. The cross-section temperature profile in Fig.
5�a� indicates that the maximum impact of the EHD-induced flow
is near the channel wall where high intensity electric body force
improves the convective heat transfer in this region.

While EHD conduction induced flow not only avoids an addi-
tional pressure drop penalty over the system, its contribution
through providing a favorable pressure gain of the same order of
the external pressure gradient is rather significant. This is unlike

the EHD ion-injection enhancement techniques where the system
often suffers an excess pressure drop due to the presence of the
electrodes within the fluid medium �see, for example, the work by
Kasayapanand �12� where wire electrodes were used inside the
channel for direct injection of the ions through the fluid medium�.
Figure 6 quantifies the contribution of electrically driven liquid
flow by plotting the ratio of EHD conduction induced pressure
gradient and external pressure gradient as a function of the EHD
conduction electric power in macro- and microscales. The EHD
input power is defined in terms of the electric current, which can
be expressed as

I = �
ground or HV


1

2
�� p + n

neq
�E + �p − n�u� · tds �10�

Win = V � I �11�

where the contribution of the ion diffusion is neglected �25�. The
EHD-induced pressure gradient is defined as a tool to measure the
significance of the EHD conduction induced flow with respect to
the externally generated liquid flow and is expressed as follows:

�xPe =
1

A�
R

�p − n��x�dxdy �12�

Here, R represents the channel domain illustrated in Fig. 1 and A
is the channel volume per unit width, encompassing the entire
numerical domain. Note that only the x-derivative of the electric
potential is considered to isolate the impact of primary velocities
in the x-direction. Figure 6 shows that for small and moderate Re
numbers, the EHD-induced net flow is of the same order of the
external flow. In particular, the EHD-induced favorable pressure
gradient grows with a larger slope in microscale where it can
approach as much as five times of the externally imposed coun-
terpart. In addition, according to Fig. 6, little input power is re-
quired to generate a considerable pumping contribution; in mac-
roscale, the input power barely goes beyond 0.1 W for large
applied voltages whereas in microscale, the input power remains
below only 10 mW.

Despite the low EHD operating power, the heat transfer en-
hancement is rather significant. The local heat transfer perfor-
mance of the channel flow is presented in terms of Nusselt num-
ber in Fig. 7 and is defined as follows:
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NuD =
h�x�Dh

k
, h�x� =

q�

Tw�x� − Tm�x�
, Dh = 4d �13�

where mean temperature Tm is defined as

Tm =
1

�0
dudy

�
0

d

uTdy �14�

The axially averaged Nusselt number is also presented in Fig. 7
and is defined as

Average NuD =
h�x�Dh

k
, h�x� =

q�

Tw�x� − Tm�x�
�15�

with the locally averaged temperature defined as

T̄�x� =
1

x�0

x

T�x�dx �16�

Additionally, the heat transfer enhancement level with respect to
the purely external-driven flow is defined as

��%� =
100

Nu0
�NuE − Nu0� �17�

where Nu0 and NuE represent the nonenhanced and EHD en-
hanced Nusselt numbers, respectively. Figure 7 also contains the
local Nusselt number for pure Poiseuille and pure EHD-driven
flows. As expected, the Nusselt number decreases along the chan-
nel to eventually approach the Nusselt number dictated by fully
developed temperature and velocity profiles. The enhanced local
Nusselt number is greater than the Nusselt numbers of any of the
sole pumping mechanisms, which is attributed to the higher �su-
perposed� net flow �see Fig. 5�b��. In addition, the heat transfer
coefficients of the EHD-driven �i.e., Re=0 and ReEHD=1382� and
EHD-assisted �i.e., Re=500 and ReEHD=1382� flows are dis-
cerned by the local raises over the electrode regions due to the
significant secondary velocities close to the electrodes. For the
latter, however, they are suppressed as the promoted driving flow
represses the crosswise flow.

The average Nusselt number and its net enhancement with re-
spect to the pure Poiseuille flow as a function of Reynolds number
for several values of EHD Reynolds number are presented in Fig.
8. In macroscale, the considerable EHD-enhancement at a low Re
number �and especially at a high ReEHD number� decreases as the
Re number increases. Beyond Re�1500, the enhancement is be-
low 5% for all the EHD Reynolds numbers due to the dominance
of externally induced heat convection and suppression of EHD
conduction induced secondary flows. In microscale, however, the
average Nusselt number is considerably more sensitive to the ap-
plied electric potential. As ReEHD �i.e., applied potential� in-
creases, the EHD conduction induced flow and heat transfer rap-
idly dominate the external flow and the heat transfer to result in a
substantial heat transfer enhancement. In addition, the average
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Nusselt number exhibits slight variation with hydrodynamic Re
number in microscale as the EHD conduction generated flow
dominates the externally driven counterpart.

4.2 EHD Enhanced Couette Flow. Here, for the base case,
Re=4uwd /	=500 that corresponds to uw=9 mm /s. Beyond Re
�1000 and Re�100, respectively, for macro- and microscales,
and particularly for larger ReEHD, the solution is associated with
numerical instabilities regardless of the grid size and convergence
criteria. Therefore, the results in this section are limited to the
ranges 100Re1000 and 10Re100 for macroscale and mi-
croscale flows, respectively. Figure 9 illustrates the substantial
evolution of the velocity field in the x-direction when EHD con-
duction is present. The Couette linear profile across the channel
height is dominated by the EHD-induced flow with the maximum
occurring within the channel. Furthermore, in the case of
Couette-b flow, the high intensity electric body force exists over
the surface of the moving wall, allowing for a more effective
superposition of the two driving mechanisms. Figure 9 also shows

that the y-velocity magnitude in Couette-b flow is lower near the
channel bottom wall compared with the case of Couette-a flow,
which, in part, is attributed to the larger x-velocity near the elec-
trode surfaces for the case of Couette-b flow.

Unlike in the case of Poiseuille flow, the EHD-induced flow
remains the dominant driving mechanism at all Re numbers when
Couette flow is the primary source of flow generation. Figure 10
illustrates the contribution of EHD-driven flow in terms of the
ratio of the electric pressure gradient �i.e., �xPe; see Eq. �12�� to
the Couette flow induced kinetic energy �i.e., 1 /2�uw

2 �. It is ob-
served that the EHD-driven induced flow provides as much as two
orders of magnitude larger pressure gradient than the kinetic en-
ergy produced by the sole Couette flow for both macro- and
microscales.

The evolution of the velocity profiles presented in Fig. 9 along
with a dominant contribution of EHD-induced flow suggests a
significant improvement of the heat transfer performance of the
Couette flow as the maximum velocity does not occur adjacent to
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the insulating wall but rather within the channel itself. The plots
of average Nusselt number in Figs. 11�a� and 11�b� show that for
macroscale Couette flow, the enhancement is far more significant
than that of the Poiseuille flow with similar operating conditions.
However, unlike the case of Poiseuille flow, no significant depar-
ture is observed when the channel is downscaled to microdimen-
sions; the average Nusselt number and the resulting enhancement
level in microscales follow the same trend as the macroscale Nus-
selt number and enhancement level do. The average Nusselt num-
ber, particularly for the Couette-b flow, is substantially less sensi-
tive to the variation of the Re number indicating that the EHD-
driven flow becomes the dominant heat transfer mechanism even
at high Re numbers. The enhancement level, however, drops with
Re number as the result of increasing Nusselt number for the pure
Couette flow. The consequence of EHD-dominated velocity pro-
file, particularly in the Couette-b flow, is a substantially better heat

transfer performance near the channel walls with the enhancement
level approaching to more than 200% for small Re numbers.

5 Conclusions
The application of EHD conduction phenomenon for heat trans-

fer enhancement of channel flow in macro- and microscales was
investigated. Two cases of Poiseuille flow and Couette flow were
studied. In the case of Poiseuille flow, the enhancement level de-
graded as the Reynolds number increased due to the diminishing
secondary velocities. In microscale, the enhancement was more
significant since the external pressure gradient was dominated by
the EHD conduction as the primary driving mechanism. For the
Couette flow, the enhancement level was considerably higher than
the Poiseuille counterpart due, in part, to the dominating EHD
conduction driven flow for the enhanced flow. The primary advan-
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tage of EHD conduction enhancement technique over ion-
injection mechanism was to provide a favorable pressure gain of
the same or higher order of the external pressure gradient.
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Nomenclature
A � channel volume per unit width
b � charge mobility coefficient

Br � Brinkman number, Br=�u0
2 /k�Tw−Tm�

C0 � EHD dimensionless number, C0=�d2 /2b
V
cp � constant pressure specific heat
d � channel half width
D � charge diffusion constant

Dh � hydraulic diameter, Dh=4d
e � electron charge
E � electric field vector

F��� � I1�2�� /�
h � heat transfer coefficient
I � electric current
k � thermal conductivity

kB � Boltzmann universal constant
Mo � mobility ratio, Mo=�
 /�b2

Nu � Nusselt number
Nu0 � Nusselt number in the absence of electric field
NuE � Nusselt number in the presence of electric field

n � negative charge density
n � surface normal unit vector

neq � electric charge concentration at equilibrium
p � positive charge density
P � pressure
Pr � Prandtl number, Pr=	 /�
q� � applied heat flux on the channel wall

ReEHD � EHD Reynolds number, ReEHD=uEHDd /	l
Re � hydrodynamic Reynolds number
T � absolute temperature

Tm � mean temperature
Tw � wall temperature
u � velocity vector

u0 � reference velocity
uEHD � EHD reference velocity, uEHD=bV /d

uw � channel wall velocity
V � applied electric potential

Win � electric input power
x � Cartesian coordinate unit vector
Y � channel wall thickness

�ch � nondimensionalized charge diffusion constant
� � heat transfer enhancement level
� � thermal diffusivity

 � absolute electric permittivity
� � electrode pair distance
� � electrode gap
� � dynamic viscosity of fluid
	 � kinematic viscosity of fluid
� � electrode width
� � mass density
� � electric conductivity of fluid
� � electric potential
� � dissociation rate coefficient,

�= �e3	E	 /4�
kB
2Tsat�1/2

Subscripts
0 � quantity in the absence of electric field
e � quantity in the presence of electric field

g � ground electrode
HV � high voltage electrode

in � channel inlet
out � channel outlet

s � solid zone
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Buoyancy Driven Heat Transfer of
Nanofluids in a Tilted Enclosure
Buoyancy driven heat transfer of water-based nanofluids in a differentially heated, tilted
enclosure is investigated in this study. The governing equations (obtained with the Bouss-
inesq approximation) are solved using the polynomial differential quadrature method for
an inclination angle ranging from 0 deg to 90 deg, two different ratios of the nanolayer
thickness to the original particle radius (0.02 and 0.1), a solid volume fraction ranging
from 0% to 20%, and a Rayleigh number varying from 104 to 106. Five types of nano-
particles, Cu, Ag, CuO, Al2O3, and TiO2 are taken into consideration. The results show
that the average heat transfer rate from highest to lowest is for Ag, Cu, CuO, Al2O3, and
TiO2. The results also show that for the particle radius generally used in practice (�
�0.1 or ��0.02), the average heat transfer rate increases to 44% for Ra�104, to 53%
for Ra�105, and to 54% for Ra�106 if the special case of ��90 deg, which also
produces the minimum heat transfer rates, is not taken into consideration. As for �
�90 deg, the heat transfer enhancement reaches 21% for Ra�104, 44% for Ra�105,
and 138% for Ra�106. The average heat transfer rate shows an increasing trend with an
increasing inclination angle, and a peak value is detected. Beyond the peak point, the
foregoing trend reverses and the average heat transfer rate decreases with a further
increase in the inclination angle. Maximum heat transfer takes place at ��45 deg for
Ra�104 and at ��30 deg for Ra�105 and 106. �DOI: 10.1115/1.4000744�

Keywords: natural convection, nanofluid, enclosure, PDQ, vorticity, stream function

1 Introduction
As is well known, conventional heat transfer fluids such as

water, ethylene glycol, and oil have low thermal conductivities.
This is the main drawback in enhancing the performance and the
compactness of many engineering devices. Therefore, there is a
strong need for advanced heat transfer fluids with substantially
higher thermal conductivities. The way to eliminate this need is to
use solid particles within a base fluid. Because of technological
difficulties, micron-sized particles have been used in the past, but
sedimentation and clogging were persistent problems in fluids
with micron-sized particles. The introduction of nanofluids has
eliminated these drawbacks. The term nanofluid is used to de-
scribe a solid and liquid mixture that consists of a base liquid and
nanoparticles sized less than 100 nm. Ceramic particles �Al2O3,
CuO, TiO2, SiC, and SiO2�, pure metallic particles �Cu, Ag, Au,
and Fe�, and carbon nanotubes are all used as nanoparticles. The
presence of the nanoparticles causes an anomalous increase in the
effective thermal conductivity of the fluid. Eastman et al. �1�
found that the effective thermal conductivity of ethylene glycol
increases up to 40% for a nanofluid consisting of ethylene glycol
containing approximately 0.3 vol % Cu nanoparticles of mean di-
ameter less than 10 nm. Choi et al. �2� produced nanotube-in-oil
suspensions and measured their effective thermal conductivity.
The measured thermal conductivity found to be anomalously
greater than theoretical predictions and nonlinear with nanotube
loadings. Xuan and Li �3� made a theoretical study of the thermal
conductivity of nanofluids. The hot-wire apparatus was used to
measure the thermal conductivity of nanofluids with suspended
copper nanophase powders. They found that for the water-copper
nanoparticle suspension, the ratio of the thermal conductivity of
the nanofluid to that of the base liquid varies from 1.24 to 1.78 if

the volume fraction of the ultrafine particles increases from 2.5%
to 7.5%. Das et al. �4� investigated the increase in thermal con-
ductivity with temperature for nanofluids with water as base fluid
and particles of Al2O3 or CuO as suspension material. The results
indicate an increase in enhancement characteristics with tempera-
ture, which makes the nanofluids even more attractive for appli-
cations with high energy density than usual room temperature
measurements reported earlier. Keblinski et al. �5� investigated
four possible mechanisms for this anomalous increase: Brownian
motion of the nanoparticles, molecular level layering of the liquid
at the liquid-particle interface, the nature of heat transfer in the
nanoparticles, and nanoparticle clustering. Keblinski et al. �5� also
showed that the Brownian motion is a negligible contributor, and
that liquid layering around the nanoparticles could cause rapid
conduction.

Thermal conductivity is the most important parameter for the
heat transfer enhancement potential of nanofluids. It is known that
the thermal conductivity of a nanofluid is a function of the thermal
conductivity of both the base fluid and the nanoparticle, the vol-
ume fraction, the surface area, the shape of the nanoparticles, and
the distribution of the dispersed particles. However, there are no
theoretical formulas currently available in the literature for pre-
dicting the thermal conductivity of the nanofluids. Some proposed
models do exist for solid-liquid mixtures with micrometer-sized
particles. In these models, the thermal conductivity of the suspen-
sions depends only on the volume fraction and shape of the sus-
pended solid particles, but not on the size and distribution of the
particles. In the absence of a suitable theory for nanofluids, mod-
els for the solid-liquid suspensions with relatively large particles
may be extended to estimate the thermal conductivity of the nano-
fluids.

The most popular thermal conductivity model for this type of
solid-liquid mixture is the Maxwell model �6�; this is the model
on which most later-proposed models for nanofluids are based. In
this model, the thermal conductivity is defined as follows:
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keff/kf =
ks + 2kf + 2�ks − kf��
ks + 2kf − �ks − kf��

�1�

where ks is the thermal conductivity of the particle, kf is the ther-
mal conductivity of the base fluid, and � is the solid particle
volume fraction. In this traditional model, the effective thermal
conductivity of the suspensions depends on the thermal conduc-
tivity of the spherical particle, the base liquid, and the volume
fraction of the solid particles.

The thermal conductivity of nanofluids with nonspherical par-
ticles depends not only on the volume fraction of the particles, but
also on the shape of the particles. Hamilton and Crosser �7� pro-
posed a model for the effective thermal conductivity of two-
component mixtures with nonspherical particles. In this model,
given below, thermal conductivity is a function of the conductivity
of both the particle and the base fluid, as well as the shape of the
particles

keff/kf =
ks + �n − 1�kf + �n − 1��ks − kf��

ks + �n − 1�kf − �ks − kf��
�2�

Here, n is the empirical shape factor: n=3 /�, where � is the
sphericity �i.e., the ratio of the surface area of a sphere with a
volume equal to that of the particle to the surface area of the
particle�. The shape factor n can vary from 0.5 to 6.0 �a sphere
=3, a cylinder=6�.

An alternative expression for calculating the effective thermal
conductivity of solid-liquid mixtures has been proposed by Yu and
Choi �8�. They claimed that a structural model of nanofluids might
consist of a bulk liquid, solid nanoparticles, and solid-like nano-
layers. The solid-like nanolayers act as a thermal bridge between a
solid nanoparticle and a bulk liquid. With the assumption of
klayer=kp, the model for spherical nanoparticles is as follows:

keff/kf =
ks + 2kf + 2�ks − kf��1 + ��3�

ks + 2kf − �ks − kf��1 + ��3�
�3�

where � is the ratio of the nanolayer thickness to the original
particle radius. Yu and Choi �8� compared their model results for
�=0.1 with existing experimental results in literature and ob-
tained a reasonably good agreement. The prediction is effective,
most particularly when the nanoparticles have a diameter of less
than 10 nm. This model has been used in the present study to
define the effective thermal conductivity of the nanofluids.

The viscosity of the nanofluid is generally estimated using ex-
isting relations for a two-phased mixture. The following equation
given by Brinkman �9� was used as the relation for the effective
viscosity in this investigation:

�eff = � f/�1 − ��2.5 �4�
Xuan et al. �10� experimentally measured the effective viscosity

of the transformer oil-water nanofluid and of the water-copper
nanofluid in the temperature range of 20–50°C. Their experimen-
tal results showed reasonably good agreement with the theory by
Brinkman �9�.

There is a relatively limited number of studies on convective
heat transfer of nanofluids. In one of these studies, Xuan and Li
�11� found that nanofluids with oxide particles generally cause a
moderate increase in heat transfer while a significant enhancement
is obtained for nanofluids with metallic particles. This is because
of the fact that a high enhancement rate for metallic nanofluids
requires only a small solid volume fraction that does not affect the
viscosity significantly. In another study, Eastman et al. �12� found
that with less than 1% volume fraction of CuO, the convection
heat transfer rate increased by more than 15% in water. Wen and
Ding �13� studied laminar heat transfer in the entrance region of a
tube flow with an alumina-water nanofluid and found that with a
1.6% solid volume fraction, the local heat transfer coefficient at
the entrance region takes on a value that is 41% higher than that at
the base fluid with the same flow rate. Wen and Ding �13� also
observed that the enhancement is particularly significant in the

entrance region and decreases with axial distance. Maiga et al.
�14� numerically studied laminar and turbulent flows of nanofluids
in a uniformly heated tube for using approximated correlations for
experimental data. They found that the heat transfer enhancement
due to the nanoparticles becomes more important for the turbulent
flow regime with an increase in the Reynolds number. Maiga et al.
�15� also studied forced convection flows of nanofluids in a uni-
formly heated tube and a system of parallel, coaxial, and heated
disks. They found that both the Reynolds number and the gap
between disks have an insignificant effect on the heat transfer
enhancement. Akbarinia and Behzadmehr �16� studied laminar,
mixed convection of an Al2O3-based nanofluid in a horizontal
curved tube. They found that for a given nanoparticle concentra-
tion, increasing the buoyancy forces caused a reduction in the skin
friction. Mirmasoumi and Behzadmehr �17� studied laminar
mixed convection of an Al2O3-based nanofluid. The results
showed that increasing the nanoparticle volume fraction increases
the secondary flow strength. Mirmasoumi and Behzadmehr �17�
also observed that the skin friction coefficient in the fully devel-
oped region does not notably change with an increasing solid
volume fraction, except for at the entrance region. In another
study, Izadi et al. �18� made a numerical investigation on devel-
oping laminar forced convection of a nanofluid consisting of
Al2O3 and water in an annulus and observed that the dimension-
less axial velocity profile does not significantly change with the
nanoparticle volume fraction. However, the temperature profiles
are affected by the nanoparticle concentration. Khanafer et al. �19�
studied natural convection of copper-based nanofluids in a differ-
entially heated square cavity. Their results show that the presence
of nanoparticles enhances heat transfer by about 25% for Gr
=104 and Gr=105 at a volume fraction of �=0.2. In another study
similar to that done by Khanafer et al. �19�, Santra et al. �20�
observed that the heat transfer decreases with an increase in � for
a particular Ra, while it increases with Ra for a particular �.
Buoyancy driven heat transfer of water-based Al2O3 nanofluids in
a rectangular cavity was studied theoretically by Hwang et al.
�21�. They found that water-based Al2O3 nanofluids is more stable
than base fluid in a rectangular cavity heated from below as the
volume fraction of nanoparticles increases, the size of nanopar-
ticles decreases, or the average temperature of nanofluids in-
creases. They also found that the ratio of the heat transfer coeffi-
cient of nanofluids to that of the base fluid is decreased as the size
of nanoparticles increases, or the average temperature of nano-
fluids is decreased. The heat transfer enhancement of a copper-
based nanofluid in a two-dimensional enclosure was investigated
by Jou and Tzeng �22�. It was shown that the average Nusselt
number at the hot wall is increased as the aspect ratio decreased.
Oztop and Abu-Nada �23� studied buoyancy driven heat transfer
and fluid flow in a partially heated enclosure using nanofluids.
They observed that the heat transfer enhancement is more pro-
nounced at low aspect ratios than at high aspect ratios of the
enclosure. Aminossadati and Ghasemi �24� investigated natural
convection cooling of a heat source embedded on the bottom wall
of an enclosure filled with nanofluids and found that the type of
nanoparticles and the length and location of the heat source affect
the heat source maximum temperature significantly. Heat transfer
augmentation in a two-sided lid-driven differentially heated
square cavity utilizing nanofluids was studied numerically by Ti-
wari and Das �25�. They observed that when both the vertical
walls move upwards in the same direction, the heat transfer is
reduced. They also found that when the vertical walls move in
opposite directions, the heat transfer is considerably enhanced for
forced convection dominated regime regardless of which side
moves upwards. Koo and Kleinstreuer �26� investigated the mi-
croheat sink and found that a high-Prandtl number base fluid and
a high aspect ratio channel give better heat transfer performance.

As also seen from the above literature, there is a relatively
limited number of studies on convective heat transfer of nano-
fluids in an enclosure, while convective heat transfer of conven-
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tional heat transfer fluids �see Refs. �27–40�� has been studied
extensively. The present study therefore aims to investigate the
effects of several pertinent parameters on the flow and heat trans-
fer characteristics of water-based nanofluids in a tilted enclosure
using the polynomial differential quadrature �PDQ� method.

2 Analysis
The basic flow configuration used in the analysis is shown in

Fig. 1. The tilted square enclosure of height H and width L is
bounded by two isothermal walls at temperatures TH and TC, and
two adiabatic walls. The flow is assumed to be Newtonian, two-
dimensional, steady, and incompressible. Despite the fact that a
nanofluid is a two phase mixture, since the solid particles are of a
very small size, they are easily fluidized and therefore can be
considered to behave as a fluid. Therefore, it might be reasonable
to treat a nanofluid as a single phase flow. The single phase ap-
proach assumes that the fluid phase and particles are in thermal
equilibrium and move with the same velocity. This approach,
which is simpler and requires less computational effort, is used in
this study.

In order to nondimensionalize the governing equations, the fol-
lowing dimensionless variables are used:

x =
x�

L
, y =

y�

L
, u =

u�

� f/L
, v =

v�

� f/L
, p =

L2

	 fo� f
2 p�

�5�

T =
T� − TC

TH − TC

where u� and v� are the dimensional velocity components, p� is
the dimensional pressure, T� is the dimensional temperature, 	 f is
the fluid density, and � is the thermal diffusivity of the fluid. As
shown in detail by Gill �41�, the scaling in Eqs. �6� and �7� is
based on the balance between the convective and conductive
terms in the energy equation, and on the balance between the
buoyancy and diffusion terms in the momentum equation.

The buoyancy effects are incorporated in the formulation by
invoking the Boussinesq approximation. The viscous dissipation
terms and the thermal radiation are assumed to be negligible. With
the foregoing assumptions, the dimensionless governing equations
can be given as follows in the vorticity-stream function formula-
tion:

�2


�x2 +
�2


�y2 = − � �6�

u
��

�x
+ v

��

�y
=

�eff

� f
Pr� �2�

�x2 +
�2�

�y2 � +
�	�T�eff

	eff�T,f
Ra Pr�cos �

�T

�x

− sin �
�T

�y
� �7�

u
�T

�x
+ v

�T

�y
=

�eff

� f
� �2T

�x2 +
�2T

�y2� �8�

Here the Prandtl and Rayleigh numbers are defined as

Pr =
� f

� f
, Ra =

g�T,fL
3T�

� f� f
�9�

where g is the gravitational acceleration, �T is the coefficient of
thermal expansion, and � is the kinematic viscosity. T� is the
temperature difference between the isothermal walls of the enclo-
sure. The effective properties present in the governing equations
can be expressed by the following relations:

�	Cp�eff = �1 − ���	Cp� f + ��	Cp�s �10�

�	�T�eff = �1 − ���	�T� f + ��	�T�s �11�
where

	eff = �1 − ��	 f + �	s �12�
The dimensionless stream function and vorticity in Eqs. �6� and

�7� are defined as follows:

u =
�


�y
, v = −

�


�x
, � =

�v
�x

−
�u

�y
�13�

The appropriate boundary conditions for the governing equa-
tions are


�x,0� = 0, 	 �T

�y
	

x,0

= 0, 
�x,1� = 0, 	 �T

�y
	

x,1

= 0 �14�


�0,y� = 0, T�0,y� = 1, 
�1,y� = 0, T�1,y� = 0 �15�
There is no physical boundary condition for the value of the

vorticity on a solid boundary. However, an expression can be de-
rived from the stream function equation as �wall=−�2
 /��2,
where � is the outward direction normal to the surface.

The local variation in the Nusselt number of the nanofluid can
be expressed as

Nu = −
keff

kf
	 �T

��
	

�=0

�16�

3 Results and Discussion
The PDQ method �42–45�, with the following nonuniform

Chebyshev–Gauss–Lobatto grid point distribution, was used to
transform the governing equations into a set of algebraic equa-
tions

xi =
1

2
�1 − cos� i

nx
���, i = 0,1,2, . . . ,nx

�17�

yj =
1

2
�1 − cos� j

ny
���, j = 0,1,2, . . . ,ny

The points in this grid system are more closely spaced in regions
near the walls where the large velocity and temperature gradients
are expected to develop. The computational results were obtained
by the successive over-relaxation �SOR� iteration method for an
inclination angle ranging from 0 deg to 90 deg, a Rayleigh num-
ber varying from 104 to 106, two different ratios of the nanolayer
thickness to the original particle radius �0.02 and 0.1�, and a solid
volume fraction ranging from 0% to 20%. Five types of nanopar-
ticles �Cu, Ag, CuO, Al2O3, and TiO2� were considered. Water

Fig. 1 Geometry and coordinate system

Journal of Heat Transfer JUNE 2010, Vol. 132 / 062501-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�Pr=6.2� served as the base fluid. The thermophysical properties
of the fluid and solid phases are shown in Table 1. The conver-
gence criteria were chosen as 
R
max�10−5, where 
R
max is the
maximum absolute residual value for the vorticity, stream func-
tion, and temperature equations.

A series of grid systems of up to 31�31 points was used to
obtain a grid-independent mesh size. The results show that when
the mesh size is above 26�26, Nua along the hot wall and 


max
remain the same �see Table 2�. Therefore, 31�31 was used as the
mesh size in this study.

In order to validate the numerical code, a solution for the en-
closure filled with air �Pr=0.71� was also obtained and compared
with the benchmark results obtained by De Vahl Davis �46�
through a standard finite-difference method. The results presented
in Table 3 show that there is an excellent agreement between the
results of the PDQ method and the benchmark results of Ref. �46�.

The numerical code was also validated for several other cases that
were different from the aforementioned case �see Refs. �27–30��.

The flow and energy transport in the enclosure for the copper
nanofluid case are shown in Figs. 2 and 3 for various values of the
inclination angle, ratios of the nanolayer thickness to the original
particle radius, solid volume fractions, and the Rayleigh numbers.
The heated fluid rises along the left wall as a result of buoyancy
forces until it reaches near the top wall, where it turns rightward,
toward the sidewalls, while it is cooled. Then it turns downward
near those walls. Finally, the restriction imposed by the bottom
wall forces the fluid to turn leftward, receiving heat, when it
reaches the left wall. The flow path is completed as the colder
fluid is entrained to the ascending flow along the heated wall. It
can be observed that the flow in the enclosure is unicellular for
small values of the Rayleigh number. As the Rayleigh number
increases, unicellular flow in the core region breaks up into sev-

Table 1 Thermophysical properties of base fluid and nanoparticles

Property Water Cu Ag CuO Al2O3 TiO2

	 �kg /m3� 997.1 8933 10500 6500 3970 4250
Cp �J /kg K� 4179 385 235 536 765 686
k �W /m K� 0.613 400 429 20 40 9
��107 �m2 /s� 1.47 1163.1 1738.6 57.5 131.7 30.7
�T�106 �1/K� 210 51 54 51 24 24

Table 2 Grid dependency for a copper-based nanofluid „Ra=106
…

� � � Grid size 16�16 21�21 26�26 31�31

0 0.02 0.05 Nua 9.80 10.02 9.97 9.96



max 22.37 22.28 22.38 22.39

0.20 Nua 11.97 11.97 11.93 11.92



max 31.40 31.72 31.64 31.65

0.1 0.05 Nua 10.08 10.30 10.25 10.24



max 23.01 22.94 23.01 23.02

0.20 Nua 13.24 13.21 13.17 13.16



max 34.74 34.83 34.86 34.77

45 0.02 0.05 Nua 9.61 9.79 9.76 9.76



max 45.37 44.76 44.83 44.86

0.20 Nua 11.73 11.65 11.63 11.63



max 59.20 59.02 59.16 59.18

0.1 0.05 Nua 9.89 10.07 10.03 10.03



max 46.48 45.87 45.89 45.95

0.20 Nua 12.96 12.85 12.83 12.83



max 64.97 64.62 64.51 64.49

90 0.02 0.05 Nua 5.45 4.56 4.65 4.63



max 50.48 35.55 35.07 34.98

0.20 Nua 9.42 9.50 9.49 9.49



max 97.12 98.95 98.72 98.78

0.1 0.05 Nua 5.32 4.71 4.80 4.78



max 47.32 36.41 36.08 35.98

0.20 Nua 10.55 10.58 10.58 10.58



max 105.56 107.54 107.44 107.48

Table 3 Validation of the numerical code

Ra=104 Ra=105 Ra=106

De Vahl Davis �46� Present De Vahl Davis �46� Present De Vahl Davis �46� Present




max - 5.07 9.61 9.60 16.75 16.72
Nua 2.24 2.24 4.52 4.52 8.80 8.82
Numax 3.53 3.53 7.72 7.70 17.93 17.56
Numin 0.59 0.59 0.73 0.73 0.99 0.98
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eral cells. As may be observed from the figures, the flow structure
evolutes toward the boundary layer regime with increasing Ray-
leigh numbers. The development of the boundary layer regime
with increasing Rayleigh numbers is clearly illustrated by the in-
creasing steepness of the velocity and temperature profiles near
the walls, as well as by the formation of a plateau in the core
region of the flow. The figures reveal that for a particular Rayleigh
number, the strength of circulation increases with an increasing
solid volume fraction. This is due to the increase in vertical ve-
locity with increasing thermal energy transport from the hot wall
to the fluid particles. This case will also cause a decrease in the

critical Rayleigh number. This is consistent with the results of
Ref. �47�. He found that the presence of nanoparticles decreases
the critical Rayleigh number and therefore enhances heat transfer.
As can also be seen from the figure, the multicellular flow in the
core region disappears with an increasing solid volume fraction,
due to the increase in vertical velocity; as a result, the deformation
in the isotherms in the core region decreases. Note that an increase
in the viscous forces with increasing solid volume fraction is also
a fact, although it does not compensate for the increase in the
thermal energy from the hot wall to the nanofluid due to increased
thermal conductivity. Hence, convective circulation strengthens

Fig. 2 Streamlines and isotherms of a copper-based nanofluid for �=0.02
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with increasing solid volume fraction. Note also that with an in-
creasing solid volume fraction, the isotherms become gradually
parallel to the isothermal walls for low values of the Rayleigh
number. As the volume fraction increases, thermal diffusion takes
on higher values. Therefore, the isotherms become gradually par-
allel to the isothermal walls. As may be observed from the figures,
thermal stratification in the core region is reduced with an increas-
ing inclination angle, resulting in a stronger flow field. In the case
of �=90 deg �corresponding to the enclosure heated from below�,
the flow and heat transfer fields show a special character. It has
been demonstrated in the past �48� that multiple steady-state so-

lutions can be obtained for this configuration. Possible solutions
are given below. The first solution is the single-cellular and coun-
terclockwise rotating flow �40�. The image of this flow through a
vertical mirror, which is rotating clockwise, is also a possible
solution. Both solutions yield the same average heat transfer. This
kind of solution will be referred to as a S1-type solution. The
second kind of solution is a bicellular ascending flow �40�. Its
determination requires an adequate initial perturbation of the 

field. The image of this flow through a horizontal mirror is also a
possible solution, characterized by a bicellular descending flow.
This kind of solution will be stated as a solution of the S2-type.

Fig. 3 Streamlines and isotherms of a copper-based nanofluid for �=0.1
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The third kind of solution is bicellular, characterized by the pres-
ence of two horizontal cells: one �the negative cell� of which is
above the other �the positive cell� �40�. Each cell is in contact with
only one active wall, and the heat transfer occurs from the hot
wall to the lower cell, from the lower cell to the upper cell
�through the interface between the two cells�, and finally from the
upper cell to the cold surface. In this case, the image from a
vertical mirror is also a solution to the problem, leading to the
same average heat transfer. This kind of solution will be called a
solution of type S3. Obtaining this solution is a special occur-
rence. In fact, when Ra exceeds the critical Rayleigh number Rac,

characterizing the transition from steady-state solution of the S1-
type toward an oscillatory one, the flow becomes unsteady and
bicellular �S3-type� even if the initial conditions are those of a
single-cellular flow �40�. As may be observed from Figs. 2 and 3,
the numerical code produces an S1-type solution for Ra=104, and
an S2-type solution for Ra=106. The S2-type solution changes to
an S1-type for Ra=106 with increasing solid volume fraction. The
effect of � on the flow and temperature field can be deduced by
comparing Figs. 2 and 3. As the nanoparticle radius does not have
an important effect on the solid-like nanolayer �49�, higher values

Fig. 4 Local Nusselt number for �=0.02 and „a… Ra=104, „b… Ra=105, and „c… Ra=106
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of � correspond to a lower particle radius. As can be observed
from the figures, the circulation intensity takes on higher values as
the particle radius decreases.

The variation in the local Nusselt number along the hot wall is
presented in Figs. 4�a�–4�c� for �=0.02. As the Rayleigh number
increases, the circulation strength increases as a result of higher
buoyancy forces. This results in an increase in the local Nusselt
number. As a result of a stronger circulation resulting from a
higher thermal energy transport from the hot wall to the fluid near
the surface, therefore the local Nusselt number takes on higher
values with an increasing solid volume fraction. In fact, higher

values of thermal conductivity are accompanied by higher values
of thermal diffusivity. The high value of thermal diffusivity there-
fore causes a decrease at the temperature gradient and accordingly
increases the thermal boundary thickness. This increase in thermal
boundary layer thickness has a negative effect on the Nusselt
number; however, according to Eq. �16�, the Nusselt number is a
multiplication of temperature gradient and the ratio of nanofluid
conductivity to the base fluid conductivity. Since the effect of the
temperature gradient due to the presence of nanoparticles is much
smaller than the thermal conductivity ratio, an enhancement in the
Nusselt number is seen with an increase in the volume fraction of

Fig. 5 Local Nusselt number for �=0.1 and „a… Ra=104, „b… Ra=105, and „c… Ra=106
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nanoparticles. The similar dependency of the Nusselt number to
the nanoparticle concentration was also obtained by Heris and
co-workers �49,50� who made an experimental investigation on
convective heat transfer of oxide nanofluids. As may be observed
from the figures, the local Nusselt numbers for all nanofluids
taken into consideration in this study have similar forms; only
their magnitudes take on different values. The local Nusselt num-
ber for nanoparticles with a higher thermal conductivity �such as
Ag and Cu� has higher values. This is because of the fact that
thermal energy transport from the hot wall is higher for nanopar-
ticles with higher thermal conductivities. This results in an in-
crease in convection intensity and therefore the temperature gra-
dient on the surface and local Nusselt number takes higher values.
As shown in the figures, isotherms in the core region for a vertical
enclosure are nearly horizontal, while they are oblique for an in-
clined enclosure. Therefore, for a vertical enclosure, the tempera-
ture of the fluid directed from the cold surface to the base of the
hot surface is colder, while the temperature of the fluid in the
lower part of the hot surface is higher than the corresponding fluid
temperature in an inclined enclosure. As a result, the local Nusselt
number for a vertical enclosure shows larger changes along the
hot wall compared with the corresponding local Nusselt number

for an inclined enclosure. For the inclination angle �=90 deg, the
values of local Nusselt numbers are lower than that of other val-
ues of inclination angles due to the reduced value of velocity. For
high values of the Rayleigh number, the Rayleigh–Bénard type
flow is formed inside the enclosure for low values of nanoparticle
volume fraction. Therefore, two maximum points for the local
Nusselt number are formed. As the nanoparticle volume fraction
increases, the Rayleigh–Bénard type flow begins to break down
and a relatively stronger clockwise circulation takes place in the
flow field; therefore, the local Nusselt number takes relatively
higher values. The variation in the local Nusselt number for a
smaller value of the nanoparticle radius �=0.01 is presented in
Figs. 5�a�–5�c�. It can be observed that the local heat transfer rate
shows a considerable enhancement with a decreasing nanoparticle
radius. This enhancement in heat transfer can be attributed prima-
rily to the increased volume fraction of the nanolayer per �eff

=� �1+�3� �see Ref. �8� for details�. The similar dependency of
the heat transfer rate to the nanoparticle radius was also observed
by Mirmasoumi and Behzadmehr �51�, who studied the effect of
the nanoparticle diameter on mixed convection heat transfer in a

Table 4 Average Nusselt number for inclination angle �=0 deg

Material Cu Ag CuO Al2O3 TiO2

� � /Ra 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0.02 0.00 2.274 4.722 9.230 2.274 4.722 9.230 2.274 4.722 9.230 2.274 4.722 9.230 2.274 4.722 9.230
0.05 2.421 5.066 9.962 2.463 5.146 10.106 2.410 5.041 9.908 2.370 4.970 9.783 2.338 4.899 9.639
0.10 2.553 5.384 10.656 2.643 5.554 10.966 2.535 5.344 10.566 2.449 5.191 10.297 2.386 5.050 10.007
0.15 2.670 5.674 11.310 2.813 5.946 11.808 2.650 5.631 11.204 2.515 5.385 10.771 2.420 5.173 10.332
0.20 2.776 5.937 11.921 2.974 6.323 12.633 2.756 5.902 11.822 2.574 5.553 11.206 2.445 5.270 10.612

0.1 0.05 2.483 5.202 10.237 2.526 5.284 10.386 2.466 5.165 10.160 2.428 5.098 10.043 2.387 5.008 9.860
0.10 2.679 5.662 11.227 2.774 5.841 11.554 2.651 5.599 11.089 2.566 5.449 10.830 2.484 5.267 10.454
0.15 2.866 6.105 12.201 3.020 6.398 12.739 2.829 6.027 12.022 2.692 5.780 11.594 2.567 5.500 11.011
0.20 3.052 6.537 13.163 3.267 6.962 13.953 3.005 6.452 12.966 2.824 6.095 12.342 2.646 5.711 11.534

Table 5 Average Nusselt number for inclination angle �=30 deg

Material Cu Ag CuO Al2O3 TiO2

� � /Ra 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0.02 0.00 2.529 5.057 9.609 2.529 5.057 9.609 2.529 5.057 9.609 2.529 5.057 9.609 2.529 5.057 9.609
0.05 2.695 5.421 10.338 2.742 5.500 10.474 2.683 5.402 10.305 2.639 5.337 10.201 2.603 5.260 10.049
0.10 2.837 5.763 11.021 2.940 5.930 11.317 2.819 5.737 10.984 2.720 5.597 10.756 2.651 5.441 10.450
0.15 2.950 6.088 11.656 3.119 6.354 12.138 2.935 6.063 11.646 2.767 5.837 11.275 2.669 5.602 10.811
0.20 3.029 6.401 12.241 3.274 6.778 12.941 3.025 6.383 12.291 2.784 6.059 11.760 2.658 5.741 11.131

0.1 0.05 2.764 5.567 10.620 2.812 5.647 10.761 2.746 5.536 10.566 2.703 5.476 10.471 2.658 5.377 10.278
0.10 2.975 6.063 11.600 3.084 6.238 11.911 2.946 6.013 11.522 2.845 5.879 11.308 2.757 5.678 10.913
0.15 3.155 6.557 12.545 3.339 6.842 13.066 3.124 6.495 12.481 2.950 6.274 12.126 2.821 5.963 11.516
0.20 3.303 7.061 13.467 3.575 7.475 14.241 3.277 6.989 13.452 3.025 6.663 12.931 2.854 6.232 12.086

Table 6 Average Nusselt number for inclination angle �=45 deg

Material Cu Ag CuO Al2O3 TiO2

� � /Ra 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0.02 0.00 2.545 4.915 9.070 2.545 4.915 9.070 2.545 4.915 9.070 2.545 4.915 9.070 2.545 4.915 9.070
0.05 2.717 5.285 9.758 2.763 5.356 9.882 2.705 5.268 9.733 2.662 5.214 9.645 2.626 5.136 9.500
0.10 2.864 5.642 10.413 2.967 5.793 10.684 2.846 5.616 10.384 2.746 5.496 10.190 2.677 5.340 9.898
0.15 2.976 5.988 11.035 3.148 6.232 11.480 2.962 5.960 11.025 2.789 5.762 10.709 2.692 5.525 10.264
0.20 3.044 6.328 11.632 3.299 6.677 12.275 3.046 6.302 11.660 2.788 6.012 11.203 2.666 5.690 10.599

0.1 0.05 2.787 5.430 10.026 2.835 5.502 10.153 2.769 5.401 9.980 2.728 5.352 9.901 2.682 5.253 9.718
0.10 3.003 5.942 10.964 3.113 6.101 11.250 2.974 5.893 10.895 2.872 5.779 10.716 2.784 5.577 10.339
0.15 3.179 6.461 11.893 3.369 6.723 12.373 3.151 6.395 11.822 2.968 6.202 11.523 2.842 5.888 10.936
0.20 3.308 6.996 12.832 3.595 7.383 13.542 3.292 6.913 12.775 3.017 6.624 12.334 2.855 6.186 11.516
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horizontal tube, and by Anoop et al. �52�, who performed an ex-
perimental investigation on the convective heat transfer in the
developing region of tube flow.

The variation in the average Nusselt number with the Rayleigh
number is shown in Tables 4–8 for various values of the govern-
ing parameters. The average heat transfer rate takes on different
values, ordered from the highest to lowest, in Ag, Cu, CuO,
Al2O3, and TiO2. As can be inferred from the results in Tables
4–8, the average Nusselt number does not change significantly
with the increasing solid volume fraction for low values of the
Rayleigh number, as a result of weak convection. On the other
hand, for high values of the Rayleigh number, there is a remark-
able increase in heat transfer with increasing solid volume frac-
tions. It can also be concluded from the results that the average
Nusselt number shows nearly a linear variation with the volume
fraction. The effect of the inclination angle on the average Nusselt
number can be revealed by comparing the results in Tables 4–8.
The average heat transfer rate shows an increasing trend with an
increasing inclination angle and a peak value is detected. Beyond
the peak point, the foregoing trend reverses such that the heat

transfer rate decreases with further increases in the inclination
angle. The minimum heat transfer rates take place for �=90 deg
due to the low velocity encountered at this angle. The maximum
heat transfer takes place at �=45 deg for Ra=104 and at �
=30 deg for Ra=105 and 106.

The percentage increase in the average heat transfer rate is
shown in Table 9, which occurs when the solid volume fraction is
increased from �=0 to �=0.2. The thickness of the liquid layer-
ing is about 1–2 nm at most �53,54�. Therefore, the nanoparticle
radius used in practice corresponds to �=0.02 or �=0.1. As can
be seen from the table, in this case, an increase in the average heat
transfer rate, up to 44% for Ra=104, 53% for Ra=105, and 54%
for Ra=106, occurs if the special case of �=90 deg, which also
produces the minimum heat transfer rates, is not taken into con-
sideration. As for �=90 deg, the heat transfer enhancement
reaches 21% for Ra=104, up to 44% for Ra=105, and up to 138%
for Ra=106. At Ra=104, for Al2O3-based and TiO2-based nano-
fluids, which have a relatively small thermal conductivity, an un-
expected decrease is observed in the heat transfer rate with in-

Table 8 Average Nusselt number for inclination angle �=90 deg

Material Cu Ag CuO Al2O3 TiO2

� � /Ra 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0.02 0.00 2.188 3.877 4.181 2.187 3.877 4.181 2.187 3.877 4.181 2.187 3.877 4.181 2.187 3.877 4.181
0.05 2.335 4.253 4.632 2.377 4.307 4.693 2.326 4.219 4.582 2.286 4.175 4.530 2.255 4.110 4.458
0.10 2.431 4.618 5.072 2.534 4.737 5.205 2.424 4.557 4.977 2.313 4.463 4.864 2.264 4.329 4.716
0.15 2.433 4.974 5.490 2.636 5.165 5.709 2.456 4.892 5.363 2.214 4.742 5.179 2.170 4.5360 4.952
0.20 2.266 5.320 9.494 2.638 5.596 9.950 2.374 5.227 9.276 1.891 5.013 8.819 1.905 4.729 8.308

0.1 0.05 2.394 4.379 4.775 2.437 4.435 4.838 2.379 4.334 4.712 2.339 4.295 4.664 2.302 4.211 4.571
0.10 2.533 4.884 5.374 2.647 5.010 5.516 2.521 4.799 5.250 2.399 4.711 5.141 2.339 4.536 4.948
0.15 2.535 5.397 5.966 2.777 5.605 6.207 2.566 5.276 5.794 2.277 5.131 5.609 2.236 4.856 5.307
0.20 2.267 5.922 10.574 2.743 6.230 11.086 2.432 5.771 10.277 2.023 5.558 9.827 1.837 5.170 9.125

Table 9 Percentage increase in the average Nusselt number

Material Cu Ag CuO Al2O3 TiO2

�
�deg� � 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0 0.02 22 25 29 31 34 37 21 25 28 13 18 21 8 12 15
0.1 34 38 42 44 47 51 32 37 41 24 29 34 16 21 25

30 0.02 20 27 27 30 34 35 20 26 28 10 20 22 5 14 16
0.1 31 40 40 41 48 48 30 38 40 20 32 35 13 23 26

45 0.02 20 29 28 30 36 35 20 28 29 10 22 24 5 16 17
0.1 30 42 42 41 50 49 29 41 41 19 35 36 12 26 27

60 0.02 19 31 32 30 38 39 19 30 31 8 24 26 4 18 19
0.1 29 45 46 41 53 54 29 43 44 17 37 39 11 28 30

90 0.02 4 37 127 21 44 138 9 35 122 −14 29 111 −13 22 99
0.1 4 53 153 25 61 165 11 49 146 −7 43 135 −16 33 118

Table 7 Average Nusselt number for inclination angle �=60 deg

Material Cu Ag CuO Al2O3 TiO2

� � /Ra 104 105 106 104 105 106 104 105 106 104 105 106 104 105 106

0.02 0.00 2.496 4.687 8.396 2.496 4.687 8.396 2.496 4.687 8.396 2.496 4.687 8.396 2.496 4.687 8.396
0.05 2.670 5.062 9.086 2.714 5.127 9.201 2.658 5.042 9.046 2.616 4.994 8.962 2.580 4.918 8.826
0.10 2.815 5.428 9.762 2.916 5.568 10.014 2.798 5.395 9.694 2.699 5.286 9.509 2.631 5.133 9.231
0.15 2.919 5.785 10.421 3.092 6.014 10.829 2.908 5.745 10.341 2.730 5.565 10.041 2.638 5.332 9.614
0.20 2.966 6.137 11.076 3.231 6.466 11.654 2.977 6.094 10.991 2.703 5.830 10.564 2.592 5.513 9.979

0.1 0.05 2.739 5.204 9.343 2.785 5.270 9.461 2.721 5.173 9.282 2.681 5.128 9.206 2.636 5.033 9.033
0.10 2.951 5.723 10.298 3.060 5.871 10.564 2.923 5.666 10.186 2.822 5.564 10.014 2.735 5.366 9.654
0.15 3.113 6.252 11.269 3.306 6.499 11.708 3.090 6.172 11.117 2.898 5.999 10.831 2.780 5.689 10.265
0.20 3.209 6.799 12.289 3.509 7.164 12.921 3.207 6.697 12.092 2.910 6.434 11.677 2.764 6.002 10.878
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creasing solid volume fraction for an inclination angle of �
=90 deg. With increasing solid volume fractions, the isotherms
gradually become parallel to the isothermal walls �see Figs. 2 and
3�, which is the conduction solution �Ra=104�, as a result of a
weakening clockwise circulation; therefore, the heat transfer rate
decreases.

The problem considered in this paper was also studied by Kha-
nafer et al. �19� for the vertical enclosure case. A comparison of
the values of the average Nusselt number obtained in the work
done by Khanafer et al. �19� and in this work show that there is a
reasonably good agreement �see Table 10�. Differences between
the results can be attributed to the fact that Khanafer et al. �19�
used a different model, which was based on the thermal dispersion
of nanoparticles, for his thermal conductivity predictions.

4 Conclusion
Heat transfer enhancement of water-based nanofluids in a dif-

ferentially heated, tilted enclosure is studied numerically for a
range of inclination angles, nanoparticle radii, solid volume frac-
tions, and Rayleigh numbers. It may be concluded from the results
that suspended nanoparticles substantially increase the heat trans-
fer rate. It may also be concluded that the variation in the average
Nusselt number is nearly linear with the solid volume fraction.
The results also show that the average heat transfer rate increases
with an increasing inclination angle, and a peak value is detected.
Beyond the peak point, the foregoing trend reverses and the aver-
age heat transfer rate decreases with a further increase in the in-
clination angle. Minimum heat transfer takes place at �=90 deg.
Maximum heat transfer takes place at �=45 deg for Ra=104 and
at �=30 deg for Ra=105 and 106.

Nomenclature
cp � specific heat at constant pressure
g � gravitational acceleration

Gr � Grashof number
H � height of the enclosure
k � thermal conductivity
L � width of the enclosure

Nu � Nusselt number
n � shape factor
p � pressure

Pr � Prandtl number
R � residue

Ra � Rayleigh number
T � temperature
u � velocity component in the x direction
v � velocity component in the y direction
x � Cartesian coordinate
y � Cartesian coordinate

Greek Symbols
� � thermal diffusivity
� � ratio of the nanolayer thickness to the original

particle radius
�T � thermal expansion coefficient
� � kinematic viscosity
� � outward variable normal to the surface
� � solid volume fraction

� � dynamic viscosity
� � inclination angle
	 � density

� � sphericity

 � stream function
� � vorticity

Subscripts
a � average
C � cold

eff � effective
f � fluid

H � hot
o � reference value
s � solid

Superscript
� � dimensional variable

References
�1� Eastman, J. A., Choi, S. U. S., Yu, W., and Thompson, L. J., 2001, “Anoma-

lously Increased Effective Thermal Conductivity of Ethylene Glycol-Based
Nanofluids Containing Copper Nanoparticles,” Appl. Phys. Lett., 78, pp. 718–
720.

�2� Choi, S. U. S., Zhang, Z. G., Yu, W., Lockwood, F. E., and Grulke, E. A.,
2001, “Anomalous Thermal Conductivity Enhancement in Nanotube Suspen-
sion,” Appl. Phys. Lett., 79, pp. 2252–2254.

�3� Xuan, Y., and Li, Q., 2000, “Heat Transfer Enhancement of Nanofluids,” Int. J.
Heat Fluid Flow, 21, �1�, pp. 58–64.

�4� Das, S. K., Putra, N., Thiesen, P., and Roetzel, W., 2003, “Temperature De-
pendence of Thermal Conductivity Enhancement for Nanofluids,” ASME J.
Heat Transfer, 125, pp. 567–574.

�5� Keblinski, P., Phillpot, S. R., Choi, S. U. S., and Eastman, J. A., 2002,
“Mechanisms of Heat Flow in Suspensions of Nano-sized Particles �Nano-
fluids�,” Int. J. Heat Mass Transfer, 45, pp. 855–863.

�6� Maxwell, J. C., 1881, A Treatise on Electricity and Magnetism, Clarendon,
Oxford, UK.

�7� Hamilton, R. L., and Crosser, O. K., 1962, “Thermal Conductivity of Hetero-
geneous Two-Component Systems,” Ind. Eng. Chem. Fundam., 1, pp. 187–
191.

�8� Yu, W., and Choi, S. U. S., 2003, “The Role of Interfacial Layers in the
Enhanced Thermal Conductivity of Nanofluids: A Renovated Maxwell
Model,” J. Nanopart. Res., 5, pp. 167–171.

�9� Brinkman, H. C., 1952, “The Viscosity of Concentrated Suspensions and So-
lutions,” J. Chem. Phys., 20, pp. 571–581.

�10� Xuan, Y., Li, Q., Xuan, Y., and Li, Q., 1999, “Experimental Research on the
Viscosity of Nanofluids,” Report of Nanjing University of Science and Tech-
nology.

�11� Xuan, Y., and Li, Q., 2003, “Investigation on Convective Heat Transfer and
Flow Features of Nanofluids,” ASME J. Heat Transfer, 125, pp. 151–155.

�12� Eastman, J. A., Choi, S. U. S., Li, S., Soyez, G., Thompson, L. J., and DiMelfi,
R. J., 1999, “Novel Thermal Properties of Nanostructured Materials,” J. Meta-
stable Nanocryst. Mater., 2–6, pp. 629–634.

�13� Wen, D., and Ding, Y., 2004, “Experimental Investigation Into Convective
Heat Transfer of Nanofluids at the Entrance Region Under Laminar Flow
Conditions,” Int. J. Heat Mass Transfer, 47, pp. 5181–5188.

�14� Maiga, S. E. B., Nguyen, C. T., Galanis, N., and Roy, G., 2004, “Heat Transfer
Behaviours of Nanofluids in a Uniformly Heated Tube,” Superlattices Micro-
struct., 35, pp. 543–557.

�15� Maiga, S. E. B., Palm, S. J., Nguyen, C. T., Roy, G., and Galanis, N., 2005,
“Heat Transfer Enhancement by Using Nanofluids in Forced Convection
Flows,” Int. J. Heat Fluid Flow, 26, pp. 530–546.

�16� Akbarinia, A., and Behzadmehr, A., 2007, “Numerical Study of Laminar
Mixed Convection of a Nanofluid in Horizontal Curved Tubes,” Appl. Therm.
Eng., 27�8–9�, pp. 1327–1337.

�17� Mirmasoumi, S., and Behzadmehr, A., 2008, “Numerical Study of Laminar
Mixed Convection of a Nanofluid in a Horizontal Tube Using Two-Phase
Mixture Model,” Appl. Therm. Eng., 28�7�, pp. 717–727.

�18� Izadi, M., Behzadmehr, A., and Jalali-Vahida, D., 2009, “Numerical Study of

Table 10 A comparison for the average Nusselt number

� 0 0.04 0.08 0.12 0.16 0.20

Present Gr=103 1.94 2.07 2.21 2.34 2.48 2.63
Khanafer et al. �19� Gr=103 1.96 2.11 2.25 2.36 2.57 2.75
Present Gr=104 4.08 4.41 4.72 5.03 5.33 5.62
Khanafer et al. �19� Gr=104 4.07 4.36 4.68 5.00 5.32 5.68

Journal of Heat Transfer JUNE 2010, Vol. 132 / 062501-11

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Developing Laminar Forced Convection of a Nanofluid in an Annulus,” Int. J.
Therm. Sci., 48�11�, pp. 2119–2129.

�19� Khanafer, K., Vafai, K., and Lightstone, M., 2003, “Buoyancy Driven Heat
Transfer Enhancement in a Two-Dimensional Enclosure Utilizing Nanofluids,”
Int. J. Heat Mass Transfer, 46, pp. 3639–3653.

�20� Santra, A. K., Sen, S., and Chakraborty, N., 2008, “Study of Heat Transfer
Augmentation in a Differentially Heated Square Cavity Using Copper–Water
Nanofluid,” Int. J. Therm. Sci., 47, pp. 1113–1122.

�21� Hwang, K. S., Lee, J. H., and Jang, S. P., 2007, “Buoyancy-Driven Heat
Transfer of Water-Based Al2O3 Nanofluids in a Rectangular Cavity,” Int. J.
Heat Mass Transfer, 50, pp. 4003–4010.

�22� Jou, R.-Y., and Tzeng, S.-C., 2006, “Numerical Research of Nature Convective
Hat Transfer Enhancement Filled With Nanofluids in Rectangular Enclosures,”
Int. Commun. Heat Mass Transf., 33, pp. 727–736.

�23� Oztop, H. F., and Abu-Nada, E., 2008, “Numerical Study of Natural Convec-
tion in Partially Heated Rectangular Enclosures Filled With Nanofluids,” Int. J.
Heat Fluid Flow, 29�5�, pp. 1326–1336.

�24� Aminossadati, S. M., and Ghasemi, B., 2009, “Natural Convection Cooling of
a Localised Heat Source at the Bottom of a Nanofluid-Filled Enclosure,” Eur.
J. Mech. B/Fluids, 28�5�, pp. 630–640.

�25� Tiwari, R. K., and Das, M. K., 2007, “Heat Transfer Augmentation in a Two-
Sided Lid-Driven Differentially Heated Square Cavity Utilizing Nanofluids,”
Int. J. Heat Mass Transfer, 50, pp. 2002–2018.

�26� Koo, J., and Kleinstreuer, C., 2005, “Laminar Nanofluid Flow in Microheat-
Sinks,” Int. J. Heat Mass Transfer, 48, pp. 2652–2661.

�27� Kahveci, K., 2007, “Numerical Simulation of Natural Convection in a Parti-
tioned Enclosure Using PDQ Method,” Int. J. Numer. Methods Heat Fluid
Flow, 17�4�, pp. 439–456.

�28� Kahveci, K., 2007, “Natural Convection in a Partitioned Vertical Enclosure
Heated With a Uniform Heat Flux,” ASME J. Heat Transfer, 129, pp. 717–
726.

�29� Kahveci, K., 2007, “A Differential Quadrature Solution of Natural Convection
in an Enclosure With a Finite Thickness Partition,” Numer. Heat Transfer, Part
A, 51�10�, pp. 979–1002.

�30� Kahveci, K., and Öztuna, S., 2008, “A Differential Quadrature Solution of
MHD Natural Convection in an Inclined Enclosure With a Partition,” ASME J.
Fluids Eng., 130, p. 021102.

�31� Öztuna, S., 2007, “A Differential Quadrature Solution of Natural Convection
in an Enclosure With a Partial Partition,” Numer. Heat Transfer, Part A,
52�11�, pp. 1009–1026.

�32� Oztop, H. F., and Dagtekin, I., 2004, “Mixed Convection in Two-Sided Lid-
Driven Differentially Heated Square Cavity,” Int. J. Heat Mass Transfer, 47,
pp. 1761–1769.

�33� Bilgen, E., and Oztop, H., 2005, “Natural Convection Heat Transfer in Par-
tially Open Inclined Square Cavities,” Int. J. Heat Mass Transfer, 48�8�, pp.
1470–1479.

�34� Oztop, H., and Bilgen, E., 2006, “Natural Convection in Differentially Heated
and Partially Divided Square Cavities With Internal Heat Generation,” Int. J.
Heat Fluid Flow, 27, pp. 466–475.

�35� Oztop, H. F., 2007, “Natural Convection in Tilted Porous Enclosures With
Discrete Heat Sources,” Journal of Energy, Heat Mass Transfer, 29, pp. 83–94.

�36� Oztop, H. F., 2007, “Natural Convection in Partially Cooled and Inclined Po-

rous Rectangular Enclosures,” Int. J. Therm. Sci., 46, pp. 149–156.
�37� Lamsaadi, M., Naimi, M., Hasnaoui, M., and Mamou, M., 2006, “Natural

Convection in a Vertical Rectangular Cavity With a Non-Newtonian Power
Law Fluid and Subjected to a Horizontal Temperature Gradient,” Numer. Heat
Transfer, Part A, 49, pp. 969–990.

�38� Bazylak, A., Djilali, N., and Sinton, D., 2006, “Natural Convection in an
Enclosure With Distributed Heat Sources,” Numer. Heat Transfer, Part A, 49,
pp. 655–667.

�39� Nakhi, A. B., and Chamkha, A. J., 2006, “Effect of Length and Inclination of
a Thin Fin on Natural Convection in a Square Enclosure,” Numer. Heat Trans-
fer, Part A, 50�3�, pp. 389–407.

�40� Ridouane, E. H., Hasnaoui, M., Amahmid, A., and Raji, A., 2004, “Interaction
Between Natural Convection and Radiation in a Square Cavity Heated From
Below,” Numer. Heat Transfer, Part A, 45�3�, pp. 289–311.

�41� Gill, A. E., 1966, “The Boundary Layer Regime for Convection in a Rectan-
gular Cavity,” J. Fluid Mech., 26, pp. 515–536.

�42� Shu, C., 2000, Differential Quadrature and Its Application in Engineering,
Springer-Verlag, Berlin.

�43� Bellman, R. E., Kashef, B. G., and Casti, J., 1972, “Differential Quadrature: A
Technique for the Rapid Solution of Nonlinear Partial Differential Equations,”
J. Comput. Phys., 10, pp. 40–52.

�44� Shu, C., 1992, “Generalized Differential-Integral Quadrature and Application
to the Simulation of Incompressible Viscous Flows Including Parallel Compu-
tation,” Ph.D. thesis, University of Glasgow, Glasgow, UK.

�45� Shu, C., and Richards, B. E., 1992, “Application of Generalized Differential
Quadrature to Solve Two-Dimensional Incompressible Navier–Stokes Equa-
tions,” Int. J. Numer. Methods Fluids, 15, pp. 791–798.

�46� De Vahl Davis, G. V., 1983, “Natural Convection of Air in a Square Cavity: A
Benchmark Numerical Solution,” Int. J. Numer. Methods Fluids, 3, pp. 249–
264.

�47� Tzou, D. Y., 2008, “Instability of Nanofluids in Natural Convection,” ASME J.
Heat Transfer, 130, p. 072401.

�48� Hasnaoui, M., Bilgen, E., and Vasseur, P., 1992, “Natural Convection Heat
Transfer in Rectangular Cavities Partially Heated From Below,” J. Thermo-
phys. Heat Transfer, 6�2�, pp. 255–264.

�49� Zeinali Heris, S., Etemad, S. G., and Esfahany, M. N., 2006, “Experimental
Investigation of Oxide Nanofluids Laminar Flow Convective Heat Transfer,”
Int. Commun. Heat Mass Transfer, 33, pp. 529–535.

�50� Zeinali Heris, S., Esfahany, M. N., and Etemad, S. G., 2007, “Experimental
Investigation of Convective Heat Transfer of Al2O3/Water Nanofluid in Circu-
lar Tube,” Int. J. Heat Fluid Flow, 28, pp. 203–210.

�51� Mirmasoumi, S., and Behzadmehr, A., 2008, “Effect of Nanoparticles Mean
Diameter on Mixed Convection Heat Transfer of a Nanofluid in a Horizontal
Tube,” Int. J. Heat Fluid Flow, 29, pp. 557–566.

�52� Anoop, K. B., Sundararajan, T., and Das, S. K., 2009, “Effect of Particle Size
on the Convective Heat Transfer in Nanofluid in the Developing Region,” Int.
J. Heat Mass Transfer, 52, pp. 2189–2195.

�53� Wang, B.-X., Zhou, L.-P., and Peng, X.-F., 2003, “A Fractal Model for Pre-
dicting the Effective Thermal Conductivity of Liquid With Suspension of
Nanoparticles,” Int. J. Heat Mass Transfer, 46, pp. 2665–2672.

�54� Tillman, P., and Hill, J. M., 2007, “Determination of Nanolayer Thickness for
a Nanofluid,” Int. Commun. Heat Mass Transf., 34, pp. 399–407.

062501-12 / Vol. 132, JUNE 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Yuping Duan1

S. F. Hosseinizadeh2

Visiting Research Scholar

J. M. Khodadadi
Professor

Mem. ASME
e-mail: khodajm@auburn.edu

Department of Mechanical Engineering,
Auburn University,

270 Ross Hall,
Auburn, AL 36849-5341

Effects of Insulated and
Isothermal Baffles on
Pseudosteady-State Natural
Convection Inside Spherical
Containers
The effects of insulated and isothermal thin baffles on pseudosteady-state natural con-
vection within spherical containers were studied computationally. The computations are
based on an iterative, finite-volume numerical procedure using primitive dependent vari-
ables. Natural convection effect is modeled via the Boussinesq approximation. Paramet-
ric studies were performed for a Prandtl number of 0.7. For Rayleigh numbers of 104,
105, 106, and 107, baffles with three lengths positioned at five different locations were
investigated (120 cases). The fluid that is heated adjacent to the sphere rises replacing
the colder fluid, which sinks downward through the stratified stable thermal layer. For
high Ra number cases, the hot fluid at the bottom of the sphere is also observed to rise
along the symmetry axis and encounter the sinking colder fluid, thus causing oscillations
in the temperature and flow fields. Due to flow obstruction (blockage or confinement)
effect of baffles and also because of the extra heating afforded by the isothermal baffle,
multi-cell recirculating vortices are observed. This additional heat is directly linked to
creation of another recirculating vortex next to the baffle. In effect, hot fluid is directed
into the center of the sphere disrupting thermal stratified layers. For the majority of the
baffles investigated, the Nusselt numbers were generally lower than the reference cases
with no baffle. The extent of heat transfer modification depends on Ra, length, and
location of the extended surface. With an insulated baffle, the lowest amount of absorbed
heat corresponds to a baffle positioned horizontally. Placing a baffle near the top of the
sphere for high Ra number cases can lead to heat transfer enhancement that is linked to
disturbance of the thermal boundary layer. With isothermal baffles, heat transfer en-
hancement is achieved for a baffle placed near the bottom of the sphere due to interaction
of the counterclockwise rotating vortex and the stratified layer. For some high Ra cases,
strong fluctuations of the flow and thermal fields indicating departure from the
pseudosteady-state were observed. �DOI: 10.1115/1.4000753�

1 Introduction
Containment of fluids within spherical vessels is very common

in industrial applications in relation to storage and transport of
cryogenic liquids and propellants. For example, a great number of
supertankers carrying liquid natural gas utilize spherical contain-
ers. Schmidt �1� can be credited as the first researcher to have
reported on unsteady heat transfer inside spherical containers sub-
ject to a step change in wall temperature. Measurements were
carried out for five different diameters ranging from 100 mm to
500 mm. By utilizing water and three alcohols �methyl, ethyl, and
butyl� with different properties, a range of the Rayleigh numbers
�2�109–5�1011� was covered. The measurements of surface
temperature and fluid velocity within a spherical cavity that was
cut into a two-piece Plexiglas block was reported by Shaidurov
�2� for Rayleigh number range of 104–106. It was possible to heat
and cool the two parts of the block independently. Moreover, the

experimental set-up was designed so as to vary the angle between
the imposed temperature gradient and the gravitational accelera-
tion. A correlation relating the governing parameters was pre-
sented. Subsequent work on natural convection inside spherical
containers �3–5� was reviewed in an earlier paper of one of the
authors �6�. Most notably, Chow and Akins �5� presented their
experimental investigation of the pseudosteady-state �PSS� natural
convection inside spheres. The main feature of the PSS treatment
is that the driving force for convection is continuously maintained,
i.e., the temperature outside the sphere was increased so that the
temperature difference between the outside and the center of the
sphere remained constant. During the flow visualization phase of
the study, the motion of hollow glass spheres was monitored and
the location of the eye of the recirculation pattern was quantified.
Comparison of findings of Ref. �5� with the analytical results of
Pustovoit �3� and the computational data of Whitley and Vachon
�4� were attempted. However, previous mathematical analyses
treated a transient phenomenon, whereas Chow and Akins �5�
strived to maintain the PSS condition. In view of this, direct com-
parisons should be considered unwarranted. Finally, Ref. �5� also
provided an empirical correlation for the mean Nusselt number in
the laminar regime �Rayleigh number below 107�. Val’tsiferov and
Polezhaev �7� referred to a number of articles directed at theoret-
ical and experimental studies of natural convection in spherical
vessels filled with a liquid. Among them, only Refs. �3,4� are
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widely available. They refer to the experimental data for given
surface heat flux values with relatively high Rayleigh �109–1011�
and Prandtl numbers �3–1500� for which the characteristics of
convection were found to be contradictory. They continued to
present a computational study of natural convection in a sphere
with a thin-walled shell for a range of the Rayleigh and Fourier
numbers that covered the principal conditions of time-dependent
laminar convection due to given heat flux on the surface of the
sphere. Detailed computational results for the PSS two-
dimensional, natural convection inside spheres were reported by
Hutchins and Marschall �8�. Similar to Ref. �4�, they utilized a
finite-difference-based vorticity-stream function numerical proce-
dure to simulate the flow and temperature fields in the laminar
regime �105�Ra�108� and two different Prandtl numbers of 0.7
and 8. In order to compare to the experimental results of Ref. �5�,
a case of Pr=4 and Ra=5.2�107 was also simulated. The general
trends of their computed eye of the recirculation zone and mean
Nusselt number variation were similar to the findings of Ref. �5�.
The heat transfer data were found to be independent of the Prandtl
number. Both streamline and temperature contours were pre-
sented, showing their dependence on the Rayleigh number. Fi-
nally, they proposed a mean Nusselt number correlation appli-
cable for the Rayleigh number range of 105–108. The
computational results of Ref. �9� were generally in concert with
the predictions of Ref. �8� and the experimental observations of
Ref. �5�. A study by Khodadadi et al. �10� focused on the analysis
of PSS natural convection within rotating spheres. Their results
for the limiting case of no rotation were obtained for Ra numbers
different than a previous study by Shen et al. �9�. The utilization
of baffles for affecting internal natural convection in similar sys-
tems has been widespread, as discussed by �11�.

In extending the breadth of previous work, the present study
was initiated to explore the utilization of baffles within spherical
containers in order to control the flow field and consequently heat
transfer, through its enhancement and/or degradation. In analyzing
the two extreme cases for the thermal condition of the baffle, the
pseudosteady-state natural convection within spherical containers
due to presence of insulated and isothermal baffles is discussed in
this paper. By performing an elaborate computational study, clear
conclusions in relation to utilization of insulated or isothermal
baffles in spherical containers were obtained.

2 Mathematical Formulation
Consider a spherical container with diameter of D=2R that is

completely filled with a motionless fluid held at T0. The wall
temperature �Tw� of the sphere is allowed to vary with time so that
it was always above the temperature of the center of the sphere
�Tc� by a constant value. In view of the spherical shape, the or-
thogonal spherical coordinate system is adopted. A thin baffle �ex-
tended surface� with length l that makes a right angle with the
inner surface of the sphere is positioned at polar angle �b �Fig. 1�.
A three-dimensional cutaway view of the system is also shown in
the same figure. The baffle is part of a cone with its apex coincid-
ing with the center of the sphere. The baffle can be either insulated
or isothermal �Tw�. It is assumed that the following prevails:

1. The dependent variables �velocity, pressure, and tempera-
ture� are symmetric with respect to the azimuthal direction
���. Therefore, they are functions of only two spatial coor-
dinates, i.e., radial coordinate �r� and �. Thus, the flow field
is two-dimensional. The gravitational acceleration points
downward along the symmetry axis.

2. The fluid is viscous and Newtonian with constant properties
except for the variation in density that is modeled using the
Boussinesq approximation.

3. Viscous heating effects are ignored.

By utilizing the length and velocity scales to be R and � /R, the
dimensionless variables are

r� =
r

R
, � =

�t

R2 , Vr
� =

VrR

�
, V�

� =
V�R

�
, p� =

�p − p0�R2

��2

�1�

T� =
T − T0
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, gr

� =
gr

g
, g�

� =
g�

g

Upon introducing these relations, the dimensionless governing
equations can be obtained. The continuity equation is
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with Ra=g�D3�Tw−Tc� /�	, Pr=	 /�, and

Fig. 1 Schematic diagram of a spherical container with an in-
sulated or isothermal thin baffle and its three-dimensional cut-
away view
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Finally, the energy equation is

�T�

��
+ Vr

��T�

�r�
+

V�
�
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�T�

��
= ��2T� �6�

2.1 Boundary and Initial Conditions. The fluid flow bound-
ary conditions on the solid surface of the sphere �r�=1� and baffle
are

V�
� = Vr

� = 0 �7�

The thermal condition of the wall of the sphere becomes

Tw
� ��� = Tc

���� + 1 �8�

that ensures that the pseudosteady-state condition is maintained.
The boundary conditions on the symmetry axis of the sphere ��
=0 and 
� are

V�
� =

�Vr
�

��
=

�T�

��
= 0 �9�

For an insulated baffle, the following relation:

�T�

��
= 0 �10�

will hold on both sides of the baffle ��1−2L��r��1 and �=�b�
with L= l /D, whereas for an isothermal baffle, relation �8� will be
satisfied.

At the beginning of the computations, the fluid velocity and
temperature were set to zero. The pseudosteady-state behavior of
this system is characterized by the Rayleigh number, Prandtl num-
ber, length of the baffle, and its polar angle position. Previous
findings �8–10� have established the weak dependence of the re-
sults on the Prandtl number. Therefore, a single Prandtl number
equal to 0.7 was used. The Ra number, dimensionless length of
the baffle �L� and polar angle position ��b� were varied with Ra
=104, 105, 106, and 107 �mainly in the laminar regime�, L=0.05,
0.1, and 0.25, and �b=30 deg, 60 deg, 90 deg, 120 deg, and 150
deg. In effect, a parametric study comprised of 120 cases was
performed for both insulated and isothermal baffles.

2.2 Computational Methodology. The SIMPLE method �12�
within version 6.2.16 of the commercial code FLUENT �13� was
utilized for solving the governing equations. For a thin layer next
to the solid wall, a structured grid system with shrinking grid
spacing toward the wall was employed. The thickness of this layer
was estimated from well-established correlations for natural con-
vection and was fixed to 4% of the diameter. Unstructured grids
were laid over the remainder of the sphere. Grid-independence
tests were performed for 14 grid densities �e.g., 2084, 8972,
13,868, 23,584, and 35,744 cells� for both baffles with Ra=107,
L=0.25, and �b=90 deg �14�. The numerical results revealed that
the relative errors for the average Nusselt numbers and its root
mean square �RMS, to be discussed in the next section� were
insignificant for grid density of 5200 and higher. Therefore, a grid
density with 13,868 cells was employed for the production runs.
Similar time-step independence tests were carried out with 11
time-step increments ranging from 0.1 s to 30 s �14�. For the final
runs, a time-step for integrating the temporal derivatives was set
to 2 s ���=1.57�10−4�. The quadratic upstream interpolation for
convective kinematics �QUICK� differencing scheme was used for
solving the momentum and energy equations, whereas the pres-
sure staggering option �PRESTO� scheme was adopted for the
pressure correction equation. Second-order accurate implicit dis-
cretization was utilized for the unsteady terms. The under-
relaxation factors for the velocity components, pressure correc-
tion, and thermal energy were 0.7, 0.3, and 1, respectively. In
satisfying the convergence criteria �10−6�, the number of iterations

for every time-step was less than 200. The computations were
performed on the Cray XD1 supercomputer of the Alabama Su-
percomputer Authority �Huntsville, AL�.

2.3 Evaluation of the Nusselt Numbers and the Criterion
for Establishment of the Pseudosteady-State. The instantaneous
area-averaged Nusselt number over the surface of the sphere for
an insulated baffle is

Num��� =
1

�Tw
� − Tm

� �	0


 
 �T�

�r� 

r�=1

sin �d� �11�

whereas for an isothermal baffle
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1
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� �
1

�1 + 2�L − L2�sin �b��	
0


 
 �T�

�r� 

r�=1

sin �d�

+ sin �b	
1−2L

1 
 �T�

��



e

dr�� �12�

Note that a subscript “m” is used to signify that Tm �mean or bulk
temperature� is used in the �T=Tw−Tm expression and the second
integral of Eq. �12� covers the surface of the baffle. However, for
this specific pseudosteady-state natural convection problem, the
temperature difference between the wall and center is held as a
constant value. This condition can introduce another Nusselt num-
ber that is based on a constant driving force �T=Tw−Tc. Then,
another Nusselt number can be obtained for insulated and isother-
mal baffles

Nuc��� = �Tw
� − Tm

� �Num��� �13�

Another approach to get these Nusselt numbers is to perform a
lumped energy balance for the fluid. The Nusselt numbers for
insulated baffles are

Num��� =
2

3

1

�Tw
� − Tm

� �
dTm

�

d�
=

Nuc���
�Tw

� − Tm
� �

�14�

For an isothermal baffle, these relations are

Num��� =
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3
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�1 + 2�L − L2�sin �b�
1

�Tw
� − Tm

� �
dTm

�

d�
=

Nuc���
�Tw
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� �

�15�
In view of the possible unsteady behavior of the flow and ther-

mal fields for certain operating conditions, developing a consistent
criterion to determine whether the pseudosteady-state is reached is
a critical factor. In view of the current focus on the pseudosteady-
state behavior of this system, a criterion based on time-averaging
of the Nusselt numbers was favored over other more lengthy
analyses �14�. A straight line curve-fitting equation of the fluctu-
ating Nusselt numbers was employed, of the form Nu���=a+b�,
where a and b are constants. For all the cases studied, when b is
less than 10−6, it is considered that the statistical stationary PSS
natural convection inside spherical containers with and without a
thin baffle is reached �14�. Taking the statistical distribution into
account, the RMS may be employed to characterize the strength
of fluctuations of the Nusselt numbers, i.e.,

RMS�Nu�
=
�

i=1

N

�Nu��i� − Nu�2

N
�16�

with =c or m depending on the choice of the �T. In order to
make comparison among all the cases, the relative RMS for the
Nusselt numbers can be defined as
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A similar analysis was performed for the maximum value of the
stream function field. This quantity is generally viewed as an ap-
propriate measure of the strength of flow field and its influence on
the thermal field.

3 Results and Discussion
Before discussing the present findings, an overview of the

pseudosteady-state natural convection within a sphere with no
baffles will be presented. This limiting analysis served as a check
against the previous findings of Refs. �8,9�. This also served as a
check of the computer code in order to make sure that the previ-
ous findings were realizable with the commercial package that
was adopted.

3.1 Fluid Flow and Thermal Fields With no Baffles. Com-
posite diagrams of the streamline patterns and temperature con-
tours under the pseudosteady-state condition for the Rayleigh
numbers of 105 and 107 with no baffles are presented in Fig. 2.
Streamlines are shown on the left half of the sphere, whereas the
temperature contours are shown on the right half. For the limiting
case of Ra=0 �pure conduction�, perfectly concentric circles for
the temperature contours would have been observed. As
buoyancy-induced convection effects become more dominant, de-
viations of the temperature contours from concentric ring patterns
become more pronounced and the temperature gradients on the
bottom of the sphere become stronger. For Ra=105, the region
around the center of the sphere is composed of constant-
temperature stratified layers. The spatial extent of this region is
observed to increase as the Ra is raised and natural convection is
strengthened next to the wall. As for the flow field, the fluid that is
heated adjacent to the wall becomes less dense and rises, replac-

ing the colder fluid that sinks slowly downward along the symme-
try axis. The radial and polar angle positions of the eye of the
clockwise �CW� recirculating vortex are summarized in Table 1,
suggesting that it travels toward the wall of the sphere as the Ra
number is raised. At the same time, its polar angle position is
lifted from the bottom half to the top half. Similar data of Shen et
al. �9� who presented streamline and temperature contours for Ra
numbers that were higher by factors of 1.3–1.9 are also summa-
rized in Table 1 showing similar trends for the radial coordinate of
the eye of the vortex. However, according to Ref. �9�, the polar
angle position of the vortex shows almost no sensitivity to the Ra.
Whereas the polar angle changes 50 deg in the present study, Ref.
�9� only observed 11 deg with the eye always remaining in the
lower half. The observations of Ref. �9� were generally supportive
of findings of Ref. �8� that reported the data on the eye of the
vortex for similar Rayleigh numbers reported here �Table 1�. In-
terestingly, Ref. �10� reported streamline and temperature contours
for Ra=108, with the vortex eye located at re

� /R=0.824 and �e
=54 deg. This observation is in concert with the data for the
present study for a Ra number of 107, whereas the data of Ref. �8�
for Ra=108 exhibit no sensitivity to the Ra number for the polar
angle position of the vortex. In view of the commonality of the
computational procedure used by previous investigations, the con-
tradictions can be attributed to the differences in spatial grid reso-
lutions among the three studies �about 14,000 cells for the present
study compared to �900 cells for the earlier studies�.

An interesting feature of natural convection in a spherical con-
tainer is the simultaneous existence of thermally stable and un-
stable fluid layers in the vicinity of the symmetry axis. This is
illustrated schematically in Fig. 3. For the greater portion of the
symmetry axis, horizontal stratified fluid layers are observed with

Fig. 2 Pseudosteady-state streamline patterns „left half… and
corresponding temperature contours „right half… for cases with
no baffles „Ra=105 and 107

…

Table 1 Radial and angular positions of the eye of the recircu-
lating vortex „cases with no baffles…

Ra No.

104 105 106 107 108

re
�

Present study 0.605 0.651 0.768 0.814 —
Shen et al. �9�a 0.617 0.733 0.8 0.9 —
Hutchins and Marschall �8� — 0.727 0.910 0.850 0.912

�e �deg�
Present study 104.3 91.5 68.5 54.8 —
Shen et al. �9�a 100 92 89 94 —
Hutchins and Marschall �8� — 93 94 92 95

aThe reported Rayleigh numbers were higher than the values shown at the top of the
columns by a factor of 1.3–1.9.

Fig. 3 Thermally stable and unstable flow structures
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the hot lighter fluid sitting on top of cooler dense layers, where
fluid motion is negligible and heat conduction dominates. The
remaining portion of the symmetry axis is composed of cold fluid
layers on top of hotter dense layers. Such a system is thermally
unstable and will feature recirculating cells. In the present study,
the onset of instabilities through creation of a small counterclock-
wise �CCW� rotating vortex near the bottom of the sphere was
observed for the Rayleigh number of 107 �Fig. 2�. The strength of
this vortex is dictated by the dynamic interaction of the rising hot
fluid with the sinking cooler fluid. In connection with this finding,
Ref. �4� reports on the existence of a CCW rotating vortex at the
bottom of the sphere. Owen and Jalil �15� also reported tempera-
ture measurements at the bottom of the sphere exhibiting an os-
cillating behavior.

3.1.1 Variations in the Nusselt Numbers. Instantaneous Nus-
selt numbers for the sphere with no baffles are not presented here
and can be found elsewhere �14�. Marked variations in Nuc���
were observed during the early period ���0.12� as the flow is
perturbed starting from a motionless state. The frequency of these
oscillations increased as Ra number is raised. Beyond the transient
period, the RMS and relative RMS values of the Nuc were of the
order of 3�10−3 and 3�10−4, respectively, or less. This sug-
gested that the oscillations are weak and the pseudosteady-state
was established. The values of the four Nusselt numbers �Eqs.
�11�, �13�, and �14�� under the PSS condition in comparison to
those of Ref. �8� are given in Table 2. The reader is reminded that
�8� declared establishment of PSS once the relative change in the
value of the mean Nusselt number �Num� over a time-step was less
than 10−6. Regardless of the Rayleigh number, the relative differ-
ence in the predicted values Num and Nuc using two different
approaches in the present study are of the order of magnitude of
10−5. The current results are a little higher than the predictions of
Ref. �8� with the relative differences being of the order of 8% for
all the Rayleigh numbers. Comparison of the maximum dimen-
sionless stream function ��max

� � values �Pr=0.7� with those of Ref.
�8� for Pr=8 are also given in Table 2. Recalling the difference in
grid densities between the present study and Ref. �8� �about
14,000 versus 900�, the comparison among the various quantities
in Table 2 are satisfactory. Further details in relation to correlating
the Nusselt number data in comparison to previous work was
discussed by Duan �14�.

Pseudosteady-state flow field streamlines, temperature con-
tours, and the dependence of the time-averaged Nusselt numbers
for insulated baffles are presented first, followed by a discussion
of the isothermal baffles.

3.2 Fluid Flow and Thermal Fields With Insulated Baffles.
With an insulated baffle, the relative RMS values of the Nusselt
numbers and maximum stream function of the primary vortex
were small �14�, suggesting that the pseudosteady-state was estab-
lished except for Ra=107, indicating that unsteady effects are pro-
moted as the Ra number is raised. Therefore, the case of the
highest Ra number will be discussed separately.

3.2.1 Pseudosteady-State Fluid Flow and Thermal Fields for
Ra=105 and 106 . The composite diagrams of the streamlines and
temperature contours under the pseudosteady-state condition for
two insulated baffles with lengths �L=0.1 and 0.25� placed at �b
=30 deg, 60 deg, 90 deg, 120 deg, and 150 deg for Ra=105 are
presented in Fig. 4. The diagrams in each row correspond to
baffles of two lengths positioned at a fixed location, whereas for
each column the effects of a baffle with a fixed length at various
positions are given. Focusing on the left column of Fig. 4, the
presence of a L=0.1 baffle does not alter the flow and thermal
fields significantly. The distortions are restricted to alteration of
the streamlines next to the short baffles, whereas the temperature

Table 2 Comparison of the pseudosteady-state Nusselt numbers and the predicted values of
the maximum stream function values for cases with no baffles

Ra

Equations
�11� and �13� Equation �14�

Hutchins and
Marschall �8�

Maximum stream
function

Num Nuc Num Nuc Num Nuc Current Ref. �8�

104 11.224 5.7556 11.2246 5.7559 — — 1.554 —
105 16.129 12.8698 16.1298 12.8705 15.8 11.5 7.641 6.01
106 25.3452 25.4938 25.3465 25.495 23.8 23.5 19.613 14.51
107 40.1974 37.1717 40.1993 37.1735 40.8 36.7 41.428 33.47

Fig. 4 Pseudosteady-state streamline patterns and tempera-
ture contours for two insulated baffles „L=0.1 and 0.25… placed
at various locations for Ra=105
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contours are generally unchanged with radial shifting of the con-
tours next to the adiabatic baffle. In contrast, marked changes to
the flow field are observed in the right column of Fig. 4 that
correspond to the longest baffle �L=0.25�, especially for the cases
when the baffle is located at �b=60 deg, 90 deg, and 120 deg. For
these cases, two distinct recirculating vortices are observed on
both sides of the baffle. These CW rotating vortices lift heated
fluid next to the wall and bring down colder fluid. The tempera-
ture fields have also been affected by the longer length of the
baffle, however the general pseudoconcentric ring temperature
contour patterns are preserved. It can clearly be stated that due to
the adiabatic nature of the baffle, this structure does not directly
participate in perturbation of the thermal field. The presence of the
baffle is generally directed at modifying the flow paths for Ra
=105 cases.

The streamlines and temperature contours for two baffles with
lengths �L=0.1 and 0.25� placed at various locations for a Ra
=106 are presented in Fig. 5. Comparing the streamline patterns
and temperature fields of Fig. 5 with the case of no baffle �Fig. 2�,
the presence of the L=0.1 baffle modifies the flow and thermal
fields for various positions of the baffle. For some positions of the
short baffle, two eyes within the CW rotating vortex are observed.
As for the effect of this baffle on the temperature contours, the
changes were more pronounced in comparison to similar cases of
Fig. 4, however, they are still localized in the vicinity of the baffle.
The flow modifications are more noticeable when the baffle is
located at �b=60 deg, 90 deg, and 120 deg. For these cases, the
double CW rotating vortex structure is further complicated by

appearance of a smaller CCW rotating vortex that is located very
near the open end of the baffle. This vortex does not draw energy
from the adiabatic thin baffle. Therefore, it is the lifting of the hot
fluid below the baffle into the zone above the baffle that is creat-
ing this vortex. One can also note that the multivortex structure
can clearly rearrange the thermal field when compared to the case
of the shortest baffle �L=0.05� that exhibited stratified layers in
the vicinity of the symmetry axis. In assessing the effect of the
long baffle on the flow fields in the right column of Fig. 5, modi-
fications that are very similar to the cases of Ra=105 in Fig. 4 are
observed. In general, two CW rotating vortices are observed when
the baffle is located at �b=60 deg, 90 deg, 120 deg, and 150 deg.
As for the thermal field, when the baffle is positioned such that
�b�90 deg, the space above the baffle is clearly composed of
stable stratified layers. This suggests that the flow within the top
portion is not strong and conduction dominates, whereas the ther-
mal field in the lower half is dominated by natural convection. As
a general statement, note that when the long baffle is positioned in
the bottom half including the midplane, the thermal field is clearly
divided into two zones. Both zones have areas of intense wall heat
transfer that are located at the bottom of the sphere and angular
positions �� ��b, respectively. A portion of the top zone is a
region of stable layers suggesting weak natural convection and
dominance of heat diffusion, whereas the bottom zone is where
natural convection is very prominent.

3.2.2 Effect of the Rayleigh Number. The effects of the Ray-
leigh number �104, 106, and 107� and baffle’s position ��b
=30 deg, 90 deg, and 150 deg� on streamlines and temperature
contours for the case of the longest baffle �L=0.25� are presented
in Fig. 6. With the baffle positioned near the top at �b=30 deg,
the increase in the Rayleigh number brings about stronger convec-
tion and fluid flow within the CW rotating vortex. This is accom-
panied by lifting of the eye of the vortex and its migration out-
ward. For the highest Ra number studied, a weak vortex is
observed near the top within the cone part of which is the baffle.
Simultaneously, a CCW rotating vortex at the bottom of the
sphere that is driven by the thermally unstable stratified layer is
still active. The temperature contours exhibit greater deviation
from the concentric ring patterns as natural convection strengthens
and diffusion is observed to be limited to the small space between
the baffle and the symmetry axis. With the baffle located at �b
=90 deg, two CW rotating vortices occupy the two hemispherical
regions with the lower half of the sphere being the site of stronger
convection. As the Ra number is raised, the stronger vortex is

Fig. 5 Pseudosteady-state streamline patterns and tempera-
ture contours for two insulated baffles „L=0.1 and 0.25… placed
at various locations for Ra=106

Fig. 6 Pseudosteady-state streamline patterns and tempera-
ture contours with an insulated baffle „L=0.25… placed at �b
=30 deg, 90 deg, and 150 deg for Ra=104, 106, and 107
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observed to penetrate into the top hemisphere and even a third
CCW rotating vortex is created next to the free end of the baffle
for Ra=106 and 107. The top hemisphere is clearly stratified with
stable layers occupying it, whereas the thermal field within the
bottom hemisphere is heavily affected by the stronger rotating
vortex. The flow fields for the cases with the longest baffle posi-
tioned at �b=150 deg exhibit many of the features with the baffle
located at �b=30 deg but in reverse. A CW rotating recirculating
vortex that occupies the small space between the baffle and the
symmetry line is clearly observed. As for the temperature con-
tours, the alterations appear to be generally confined to the region
between the baffle and the symmetry axis. The remainder of the
sphere appears to be generally unaffected by the presence of the
longest baffle. The reader should know that the last row of Fig. 6
with Ra=107 is a snapshot of the instantaneous fields. A detailed
discussion of a typical case with Ra=107 is given next.

3.2.3 Time-Dependent Fluid Flow and Thermal Fields for
Ra=107 . To illustrate the unsteady nature of the flow, a represen-
tative case of Ra=107, L=0.25, and �b=60 deg was selected. The
instantaneous diagrams of the streamlines and temperature con-
tour fields for this case during a “cycle” are shown in Fig.
7�a�–7�h�. In order to aid the reader, a companion diagram show-
ing the variation in the instantaneous area-averaged Nusselt num-
ber is shown in Fig. 8. The cyclic nature of the instantaneous

Nusselt number is clearly shown and the instants at which the
contours of Fig. 7 were presented are marked by letters a–h. A
dynamic flow field is observed within the cycle with distinct
growth and decay of a multitude of vortices. The temperature
gradients next to the wall of the sphere and the baffle vary mark-
edly during the cycle and are clearly linked to the variation in the
Nusselt number shown in Fig. 8. The interested reader may con-
tact the corresponding author to access the animations for the case
of Fig. 7.

3.2.4 Variations in the Time-Averaged Nusselt Numbers. The
variations in the time-averaged Nusselt number �Nuc� with Ra for
a thin insulated baffle are presented in Fig. 9 for L=0.05, as a
representative case. The Nusselt number strongly depends on the
Rayleigh number and clearly exhibits strengthening trend with the
increase in Ra, irrespective of the baffle lengths and locations. For
Ra=104 with conduction being dominant, the flow and tempera-
ture fields do not change greatly due to presence of the short
insulated baffle. With increase in Ra, the effects of the thin insu-
lated baffle become more noticeable due to the greater importance
of convective effects. For a given Ra, the extent of flow and
thermal field modifications is directly related to the length of the
thin insulated baffle. It was generally observed �56 out of 60
cases� that by adding a thin insulated baffle, Nuc was lower than
the reference case with no baffle. This Nusselt number is directly
proportional to the heat that is transferred into the container and
the time rate of rise of the bulk temperature �Eq. �14��. Since there
is no heat transfer through the surface of the baffle, the presence
of the baffle has modified the heat input on the wall of the sphere.
This control utility is related to the modified flow and thermal

Fig. 7 Streamline patterns and temperature contours in one
cycle „a–h with the time instants shown in Fig. 8… with an insu-
lated baffle „L=0.25, �b=60 deg, and Ra=107

…

Fig. 8 Cyclic variation in the instantaneous area-averaged
Nusselt number for case with an insulated baffle „L=0.25, �b
=60 deg, and Ra=107

…

Fig. 9 Dependence of the time-averaged Nusselt number
„Nuc… on Ra among cases with an insulated baffle „L=0.05… at
various locations and the case without baffle
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fields presented earlier, where it was observed that presence of a
baffle can lead to “confinement” or “compartmentalization.” In
other words, one can generally state that within the stable strati-
fied layers that are formed in the zone above the baffle conduction
dominates, whereas the lower region is dominated by convection.
However, it can be observed that the Nusselt numbers for a baffle
located at 30 deg and 60 deg are unexpectedly higher than the
reference case for Ra=106 and 107 �also true for L=0.10�. This is
explained as follows. For all the cases with no baffle, the thermal
boundary layer becomes thicker as the fluid from the bottom of
the sphere rises along the wall of the sphere. For cases with high
Ra, the presence of short baffles near the top is beneficial to dis-
turbing the boundary layer, thus allowing extra heat to be drawn
into the sphere. This effect can not be sustained if the length of the
baffle is increased to L=0.25 since the confinement effect of the
baffle outweighs the disturbance of the boundary layer.

The dependence of the time-averaged Nusselt number �Nuc� on
the position of the baffles ��b� are presented in Fig. 10 for Ra
=107, as a representative case. As the location of baffle is lowered
starting from the top of the sphere and moving toward the bottom,
the Nusselt number exhibits trends suggesting that the confine-
ment effect is minimal, when the baffle is placed near the two
extremes. The location corresponding to the most marked confine-
ment varies depending on the Ra and length of the baffle. For a
fixed location of the baffle and Ra numbers lower that 107, one
can generally state that as the length of the baffle is raised, the
confinement effect becomes more enhanced. This behavior is not
observed for the highest Ra studied �Fig. 10�. It must be noted that
similar trends were observed for the maximum stream function
values.

3.3 Fluid Flow and Thermal Fields With Isothermal
Baffles. Upon comparing the streamlines for the cases with iso-
thermal baffles for Ra=104 and 105 with their counterpart cases
with insulated baffles �e.g., Fig. 4�, the flow fields were found to
be very similar. This suggests that for such cases with prevailing
weak natural convection, the influence of an isothermal baffle is
that of flow blockage, very similar to the effect of an insulated
baffle. However, for the same Ra numbers, the pseudoconcentric
ring temperature contour patterns were greatly modified in the
vicinity of the isothermal baffle. In addition to modifying the flow
paths, the isothermal baffle is responsible for bringing in heat into
the sphere due to availability of a larger surface area.

The streamlines and temperature contours for two isothermal
baffles with lengths �L=0.1 and 0.25� placed at �b=30 deg, 60
deg, 90 deg, 120 deg, and 150 deg for Ra=106 are presented in
Fig. 11. The flow fields for the baffles located on the midplane or
higher are found to be very similar to those shown in Fig. 5. The
main contrast between the cases with an isothermal baffle in com-

parison to the one with an insulated baffle has to do with the CCW
rotating vortex that is located partly on top of the baffle. In con-
trast to a similar vortex that was observed for the same conditions
but with an insulated baffle �Fig. 5�, this vortex extracts heat from
the isothermal baffle and has a bigger spatial coverage. One can
also note that the multivortex structure can clearly rearrange the
thermal field when compared to the case of the shortest baffle that
exhibited stratified layers in the vicinity of the symmetry axis. In
assessing the effect of the long baffle on the flow fields in the right
column of Fig. 11, two CW rotating vortices are clearly observed
for all the cases. In addition, a fresh third CCW rotating vortex
with its eye at �� ��b is created for cases with �b�90 deg. This
vortex gains more spatial coverage as the baffle is placed deeper
into the lower hemisphere and is sandwiched between the two CW
rotating vortices when the baffle is located at �b=120 deg and
150 deg. The entire top surface of the baffle is in contact with this
CCW rotating vortex. By observing the marked temperature gra-
dient next to the top surface of the baffle, this fresh vortex is
clearly energized by the extra heat that is brought into the sphere
from the top surface of the baffle. As for the effect of the longest
baffle on the thermal field, if the baffle is located such that �b
�90 deg, parts of the interior of the sphere are composed of
stable stratified layers. This suggests that the flow within these
regions is not strong and conduction mode of transport is domi-
nant. For other positions of the baffle in the lower hemisphere, the
remainder of the sphere is greatly affected by the extra heat that is
brought into the sphere through the extended surface of the baffle
that is shown schematically in Fig. 12. The extra heat coming

Fig. 10 Dependence of the Nusselt number „Nuc… on �b among
a case without baffle and the cases with a thin insulated baffle
of different lengths for Ra=107

Fig. 11 Pseudosteady-state streamline patterns and tempera-
ture contours for two isothermal baffles „L=0.1 and 0.25…
placed at various locations for Ra=106
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through the baffle energizes a CCW rotating vortex that directs
hot fluid toward the center of the sphere, thus reducing thermal
stratification. As a general observation, note that the baffle divides
the thermal field into two zones. Both zones have areas of intense
wall heat transfer that are located at the bottom of the sphere and
angular positions �� ��b. The top zone is generally a region of
stable layers suggesting weak natural convection and its spatial
coverage diminishes as the location of the baffle moves lower. The
bottom zone is generally observed to be the site of strong natural
convection that is brought about by the extra heating afforded by
the baffle.

3.3.1 Variations in Time-Averaged Nusselt Numbers. The
variations in the time-averaged Nusselt numbers �Nuc� with Ra for
a thin isothermal baffle �L=0.25� are presented in Fig. 13, as a
representative case. Similar to insulated baffles, the Nusselt num-
bers strongly exhibit a strengthening trend with the increase in Ra,
irrespective of the baffle lengths and locations. It was evident �51
out of 60 cases� that by adding a thin isothermal baffle, the Nus-
selt number was lower than the reference case with no baffle. This
means that even though heat is being transferred through the sur-
face of the baffle, the presence of the baffle has adversely caused
lowering of the heat input through the wall of the sphere. In other
words, the extra heating of the fluid by the baffle is not sufficient
to overcome the degraded heat transfer through the surface of the

sphere due to compartmentalization. Among the cases that were
investigated, it was observed that the Nusselt numbers for some
cases for which the baffle is located at 30 deg, 60 deg, 120 deg,
and 150 deg are higher than the reference case for Ra=106 and
107 �four cases shown in Fig. 13�. This is explained as follows.
For all the cases with no baffle, the thermal boundary layer be-
comes thicker as the fluid from the bottom of the sphere rises
along the wall. For cases with Ra=107, the presence of baffles
near the top is beneficial to disturbing the thickened boundary
layer, thus allowing extra heat to be drawn into the sphere. This
effect is even maintained for longer baffles suggesting that the
degrading effect of a long baffle through compartmentalization is
overcome by extra heating. The enhancement of heat transfer that
is observed due to presence of an isothermal baffle near the bot-
tom of a sphere was seen to be limited to the high Ra number
cases of 106 and 107 and the longest baffle �L=0.25�. This obser-
vation is clearly linked to the creation of a CCW rotating vortex
on the upper surface of the baffle. Partly due to the orientation of
the baffle and also its longer length, the CCW rotating vortex that
is created on the surface of the baffle due to heating directs the hot
fluid toward the center of the sphere and penetrates higher into the
sphere rising toward the top. This activity, in turn, counteracts the
compartmentalization of the baffle by introducing hot fluid into
the stable stratified fluid layers above the baffle.

Dependence of the time-averaged Nusselt numbers �Nuc� on the
position of the baffles ��b� are presented in Fig. 14 for Ra=107, as
a representative case. In general, dependence of the degraded heat
transfer �due to confinement� on the location of baffle was ob-

Fig. 12 Comparison of the pseudosteady-state streamline pat-
terns and temperature contours due to insulated and isother-
mal baffles „Ra=107, L=0.25, and �b=150 deg…

Fig. 13 Dependence of the time-averaged Nusselt number
„Nuc… on Ra among cases with an isothermal baffle „L=0.25… at
various locations and the case without baffle

Fig. 14 Dependence of the time-averaged Nusselt number
„Nuc… on �b among a case without baffle and the cases with a
thin isothermal baffle of different lengths „L=0.05, 0.10, and
0.25… for Ra=107
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served to be very similar to the case of insulated baffles. For a
fixed location of the baffle and Ra�107, one can generally state
that as the length of the baffle is raised, the confinement effect
becomes more enhanced and marked degradation was observed.
This behavior is not observed for the highest Rayleigh number
studied �Fig. 14� and opportunities for heat transfer enhancement
are observed with the baffle positioned near the top or bottom of
the sphere, as discussed when presenting Fig. 13.

4 Conclusions
For the cases with no baffle, PSS natural convection was estab-

lished and the recirculating streamline patterns and ring-like tem-
perature contours were generally similar to those discussed in pre-
vious studies. The major contradiction has to do with the location
of eye of the recirculating vortex that is observed to be closer to
the wall and its angular position changing drastically as the Ray-
leigh number is increased. The region in the vicinity of the sym-
metry axis of the sphere is generally composed of constant-
temperature layers. Onset of instabilities due to interaction of the
hot rising fluid with the cold sinking fluid along the symmetry
axis near the bottom of the sphere was observed for the highest
Rayleigh number reported.

The common conclusions pertaining to pseudosteady-state
natural convection with adiabatic or insulated baffles are given
next and particular deviations are noted.

1. Regardless of the Ra number, the short baffle �L=0.05� al-
ters the flow field and temperature contours to some minor
extent in comparison to the corresponding Ra number cases
with no baffle. The modifications are limited to the vicinity
of the baffle and a possible interaction with the eye of the
vortex. With a short insulated baffle, the thermal field is
generally unaltered, whereas for an isothermal short baffle,
the modified thermal field is linked to the extra heat that is
brought into the sphere. The changes in the flow field and
thermal fields are observed to be more dramatic for the L
=0.1 baffle and multiple vortex structures rotating in oppo-
site directions were observed. For the longest baffle �L
=0.25�, two CW rotating vortices are clearly observed when
the baffle is positioned in the intermediate vicinity of the
midplane. The ensuing confinement or compartmentalization
leads to stable layers above the baffle that are slow-moving
and dominated by heat conduction. For the highest Ra num-
ber and with the baffle positioned in the lower hemisphere, a
CCW rotating vortex is created next to the longest baffle.
This vortex is far more pronounced for the case of an iso-
thermal baffle due to extra heating afforded by it and is
responsible for directing hot fluid into the sphere and dis-
rupting the stratification.

2. The Nusselt numbers exhibited a strong dependence on the
position and length of the baffle and were generally lower
than the reference cases with no baffle. For an insulated
baffle, the lowest amount of absorbed heat corresponds to a
baffle positioned horizontally.

3. Placing a baffle near the top of the sphere for high Ra num-
ber cases can lead to heat transfer enhancement that is linked
to disturbance of the thermal boundary layer. With isother-
mal baffles, heat transfer enhancement is achieved for a
baffle placed near the bottom of the sphere due to interaction
of the CCW vortex and the stratified layer.

4. For various length and position combinations of the baffle,
pseudosteady-state can not be achieved and strong flow and
thermal field oscillations were observed for the high Ra
number cases. This behavior was clearly linked to the estab-
lishment of the unstable fluid layers at the bottom of the
sphere.
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Nomenclature
D � diameter of the sphere, m

Nu � area-averaged Nusselt numbers, defined by
Eqs. �11�–�15�

p � pressure, Pa
p0 � static pressure, Pa
r� � dimensionless radial position, defined as r /R

Ra � Rayleigh number, g�D3�Tw−Tc� /�	
Tb � temperature of the baffle, K
Tc � temperature at the center of sphere, K
Tm � mean or bulk temperature of the fluid, K
Tw � temperature of the sphere’s surface, K
T0 � initial temperature of the fluid, K
T� � dimensionless temperature, defined as

�T-T0� / �Tw-Tc�

Subscripts
b � related to the baffle
e � related to the eye of a vortex
r � related to the radial direction
� � related to the polar direction
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CFD-Based Design of
Microtubular Solid Oxide Fuel
Cells
Microtubular solid oxide fuel cells (MT-SOFCs) are interesting for portable and auxiliary
power units energy production systems, due to their extremely fast startup time. However,
a single cell provides power in the range of 1 W, thus the number of microtubes to reach
a kW scale is relevant and packaging design issues arise also. In this paper a specifically
developed design procedure is presented to face with system issues and bringing into
account fluid-dynamic and thermal influence on system performance. The procedure also
simplifies the stack manifold design by means of a modular scale-up procedure starting
from a basic optimized configuration. To this aim, a computational fluid dynamics (CFD)
model has been integrated with specific models for fuel cell simulation and then validated
with tailored experimental data by varying operating conditions in terms of fuel utiliza-
tion and electric load. A comprehensive three–dimensional (3D) thermal-fluid-dynamic
model has then been applied to the analysis of both micro-assembly (i.e., 15 tube assem-
bly) and midi-assembly (up to 45 tubes), showing an important role of local phenomena
as current homogeneity and reactant local concentration that have a strong influence on
power density and temperature distribution. Microreactor power density in the range of
0.3 kW/l have been demonstrated and a specific manifold design has been realized paving
the way toward a modular realization of a 1 kW MT-SOFC. �DOI: 10.1115/1.4000709�

Keywords: heat transfer in fuel cells, solid oxide fuel cells, computational
fluid-dynamics, hydrogen

1 Introduction
Solid oxide fuel cells �SOFCs� are characterized by high con-

version efficiency and exhaust temperature making them ideal for
combined heat and power �CHP� applications, particularly when
fuel flexibility is required. On the other hand, material issues �1,2�
are challenging as the operating temperature is in the range of
1000–1300 K. For similar reasons, startup and shutdown timings
must be controlled to avoid thermal cracking �3�. This mainly
limited their application to stationary power plants. In the past
years, many research activities have been focused both toward
intermediate temperature SOFCs �4� and to downsize tubular
SOFCs, down to a tube diameter in the range of 1 mm, for por-
table and auxiliary power unit �APU� applications, respectively, in
the power range of 20–500 W and 1–5 kW �5�, paving the way to
the microtubular concept �microtubular SOFC �MT-SOFC��. MT-
SOFC systems were realized for the first time in the late 1990s �6�
including up to 1000 cell reactors: they demonstrated a high po-
tential above all in terms of startup temperature increase �in the
order of 200 K/min�, due to the limited effects of material dilata-
tion on such small tubes, and to the high active-area/volume ratio.
Later on, a temperature increase in the order of 4000 K/min has
been demonstrated, leading to reach the operating temperature in
about 10s, with no major deterioration problems. Recently, in Ref.
�7�, zero degradation has been shown after 1000 h of operation
under thermal-cycling operating conditions. A general survey on
the latest achievements in the field of MT-SOFC is also available
in Ref. �8�, where allowed temperature increase in the order of
8000 K/min and maximum power density of 1 kW/l are reported
�9�.

Although the high potential, the experience carried out on MT-
SOFCs is based mainly on the choice of proper material and
single cell design to get an optimal behavior in terms of durability
under cyclic conditions �9�. Thus, simple designs, usually tube
array configurations �10�, have been tested, still leaving open
questions regarding the configuration of multiple tube assemblies,
and the analysis of air management issues. Moreover, as a modu-
lar scaling-up strategy may be a major solution to realize stacks of
the desired power size �11�, design issues regarding multiple as-
semblies to optimize the utilization of the different tubes and the
average volumetric power density represent an interesting devel-
opment of the MT-SOFC concept �12�. Such design issues may be
directly addressed experimentally, with high characteristic costs
and timings. CFD-based tools have been used otherwise from the
middle of 1990s �13� to better understand the coupling among the
different occurring phenomena �14� by varying geometrical and
operating conditions. In the field of traditional �planar and tubular�
designs, several efforts have been carried out in the last years: the
recent reviews by Kakac et al. �15�, and Bove and Ubertini �16�
include some details of micro- and macromodels. The most recent
and advanced models have been oriented toward different aspects:
models of entire stacks have been developed to compute perfor-
mance deviation due to manifolding �17,18�, and more recently,
Kapadia and Anderson �19� developed a comprehensive 3D model
to analyze species transport and thermal fields in a tubular stack.
Chemical equilibrium, with internal reforming and water gas shift
reaction, was discussed by Li and Chyu �20�. Looking at smaller
scale phenomena, Janardhanan and Deutschmann �21� developed
a detailed model to take into account transport phenomena and
chemical multistep chemistry, including also internal reforming
processes �22�. Thermal stresses have been studied by Nakajo et
al. �23� for a single cell by varying operating conditions. How-
ever, none of the cited papers gives details about the effect of
geometrical design on cell performance.

Moreover, the efforts performed in the specific field of MT-
SOFCs are reported in Refs. �24,25� mainly analyzing the flow
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inside the tubes, while Cui and Cheng �26,27� looked at a single
tube by means of a 2D model putting into evidence the link
among temperature, species concentration, and current fields. A
similar 2D approach has been used by Serincan et al. �28�, and
validated with experimental data, to compute thermal stresses in a
tube.

So, despite the high potential of CFD techniques to support
design at such small scales, no definitive results are available in
literature in terms of information on the effect of several configu-
rations on performance, especially in the case of MT-SOFCs.

To this aim, the present paper, which is the result of an inter-
national joint project �29�, is focused on the analysis of the effect
of MT-SOFC configurations on performance. Moving from an ex-
perimental validation of a single tube, the influence of tube con-
figuration in microreactors �constituted by 15 tubes� and midire-
actors �constituted by 45 tubes� has been analyzed, studying the
effects of air flow management on current and temperature fields
and then controlling also the thermal gradient to not exceed
stresses on the tubes.

2 Modular Microtubular SOFCs: Design Concept
The MT-SOFC design concept developed in this paper to real-

ize a modular scale-up procedure, moves from the study of a
single channel, up towards the analysis of modular assemblies
composed by multiple channels and complex reactant flow to sim-
plify air manifolding.

Three different levels of analysis, characterized by increasing
complexity, have been identified to realize a kW scale MT-SOFC:

• single-channel level
• microreactor level

• midireactor level

The geometry of the “single-channel level” is represented in the
schematic of Fig. 1. It has a simple cross-flow configuration,
where fuel flows inside a tube, whose diameter is in the order of 1
mm, and air cross-flows the tube. The study of this basic geometry
is crucial to test the electrochemical performance of materials in
terms of current/power versus reactant flow rate and load. In the
proposed design concept, results achieved for single-channel ge-
ometries in terms of power density and maximum allowed thermal
gradient, represent a basic point of reference to evaluate the be-
havior of multiple channel scaled-up assemblies �microreactor and
midireactor levels�. At this level, the proposed integrated 3D CFD
tool has been validated versus specific experimental data to assess
the model capabilities. By this way, the analysis of higher level
assemblies has been performed only by means of the validated
integrated CFD tool, to test a number of different configurations
with limited costs/timings otherwise not easily realizable on an
experimental basis.

The geometry of the “microreactor level” is shown in Figs. 2�a�
and 2�b� in its baseline version. It is composed by 15 tubes, whose
geometries are the same, tested experimentally in the context of
the single-channel design level. The main target of the analysis at
this level is simplifying air manifolding, realizing a compact and
high power density device. However, the homogeneous exploita-
tion of the whole electrochemically active area is not guaranteed,
as each tube may have a different temperature and reactant distri-
bution on the surface. Thus, system performance of a microreactor
depends mainly on the coupling among fluid-dynamics, heat
transfer, and electrochemistry. In this context, the effect of the
design, in terms of geometrical parameters �defined in Figs. 2�a�

Fig. 1 Basic layout of a single-channel „3D… microtubular SOFC with a
schematic description of the modeling approach on the reactive surface
„1D…

Fig. 2 Basic layout „a and b… of a microreactor including the definition of the main compo-
nents and geometrical parameters
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and 2�b�� and reactant flow, is primarily important. Unit width and
length, horizontal and vertical distances, the geometry of the sur-
rounding box �box shape�, and air distributors define the geometri-
cal parameters varied to study the effect of design on perfor-
mances. The thermal gradient in each tube has also been analyzed
for each case, to look at a significant indicator of thermal-cycling
driven damage �30,31�.

The geometry of the “midireactor level” is reported in Fig. 3.
Like the microreactor geometry, it has a single inlet and a single
outlet to manage air flow, and it is realized, in this example, by
coupling three microreactors, with a total number of 45 tubes. In
this case, the basic idea consists of feeding the three microreactors
in parallel by means of an air distributor �indicated in Fig. 3�, able
to guarantee similar homogeneity and power density performance
as for the microreactor level.

The design concept is summarized in Fig. 4. The availability of
specific experimental data, related to the single cell geometry and
acquired at a different inlet fuel flow and load, first allows to

validate the CFD-based model at this level. Moreover, relevant
information on the variation in current and temperature distribu-
tion, fuel utilization, and temperature gradients are also investi-
gated by varying inlet fuel flow and load operating conditions.
The second step �microreactor level� gets as input single cell level
results, information on fuel flow rate and on tolerable thermal
gradient. It considers assemblies of several tubes with common air
flow. In this context the design parameters are defined via the
main geometrical parameters discussed above and reactant flow
rates. The target of the microreactor level analysis is the achieve-
ment of maximum as possible power density �and related current
homogeneity�, keeping, at the same time, the thermal gradient
under control. The last step �midireactor level� gets the analyzed
microreactor geometries and results as input, and considers as-
semblies of microreactors with common air flow. Again, the target
is the achievement of maximum power density and current homo-
geneity, keeping the thermal gradient under control. In this case,
air manifold geometry is the main independent parameter.

3 Integrated 3D CFD-Based Model
The integrated 3D CFD model is based on the coupling of

FLUENT CFD solver �32� with a separate and specifically developed
electrochemical module �33�. The integrated model is valid for
any fuel mixture �including H2, HC, and CO�, as it has been
already applied to the analysis of biomass fuelled SOFCs by the
authors �33�.

In the context of the proposed whole model, FLUENT has been
used only to solve the multispecies fluid-dynamic equations: in
fact, in this field, its reliability has been assessed during the last
years. Moreover, the use of FLUENT to model SOFCs has been also
proposed in different papers �34,35�, mostly for planar
�17,30,35–38� and integrated planar technologies �39�.

The main assumptions of the model are listed below:

• Fluids are considered as perfect gases �O2,N2,H2,H2O�.
• Fluid-dynamic regime may be assumed as laminar. This

conclusion is based on the value of the Reynolds number
�Re� that gives a measure of the ratio of inertial forces

Fig. 3 Basic layout of a midireactor

Fig. 4 MT-SOFC design concept
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�velocity�density� to viscous forces �dynamic viscosity/
characteristic length�. The value of Re number, based on
tube diameter, is in fact always lower than 1800.

• Equations are solved at steady state.
• Ohmic, activation, and concentration losses are taken into

account.
• Fluid-dynamic effects in porous media are taken into ac-

count by isotropic Darcy laws.
• Electric conductivity of current collectors is considered in-

finite. Its contribution has been neglected at a design stage,
as it can also be found in literature in some similar examples
�40�.

• Anode-cathode voltage drop is considered homogeneous.
• Heat transfer to the surrounding environment is neglected.
• Conductive and convective heat transfer mechanisms are

taken into account. Radiative heat transfer mechanism is,
instead, neglected.

Although radiation is an important heat transfer mechanism
�41�, at such a high temperature, its contribution strongly depends
on solid geometry and boundary conditions �42�. This assumption,
also considered in Refs. �24,43–46�, has been confirmed by a
sensitivity analysis aimed at showing that radiation mechanism
gives only a more homogeneous temperature field inside the struc-
ture, and therefore allows to get a flatter current distribution. This
choice depends also on the other assumption of neglecting heat
transfer to the surrounding environment �as the system is consid-
ered adiabatic�, and leads to a negligible difference �about
0.02 A /cm2 verified for the presented model� in the calculation of
current density �43�.

The integrated method is composed of the following modules:

• a 3D CFD module to solve continuity, species, momentum,
and energy equations, giving the 3D fields of the fluid-
dynamic variables �p,� ,T ,Yi� in the fuel and oxidant chan-
nels and porous electrodes. The input/output parameters of
this module are the following:

• input
• material/electrochemical parameters
• geometry
• boundary conditions �cathode and anode inlet parameters:

mass flow rate, composition, and temperature�
• output

• complete thermal-fluid dynamic fields for cathode and an-
ode flows

• a specifically developed electrochemical module imple-
mented with ANSI-C user defined functions �UDFs�, which,
getting a local input from the 3D thermo-fluid-dynamic
fields on the reactive surfaces, solves at each iteration the
mass/current/energy problem across the electrolyte, as re-
ported in the schematic of Fig. 1, based on the following
input/output parameters:

• input
• cell voltage
• reactant distribution and composition on cathode and anode

sides
• temperature fields

• output
• current fields on the active area
• cathode and anode outlet parameters: composition, tempera-

ture, and fuel utilization

Thus, this module is able to evaluate the local value of current
as well as the local reaction rates �kg /m2 s� of each of the chemi-
cal species. These rates are sent back to the CFD module to update
species mass fraction and temperature fields, and are defined by
the electrochemical overall reaction

H2 + 1
2O2 → H2O �H = − 285.83 kJ/mol

Equations may be written in terms of two half-reactions occurring
at the opposite sides of the electrolyte

1
2O2 + 2e− → O2− at the cathode-electrolyte interface

H2 + O2− → H2O + 2e− at the anode-electrolyte interface

The algorithm is given in Fig. 5. It gets started from the assign-
ment of initial/boundary conditions over the full domain. Two
main loops constitute the core of the algorithm.

• The inner one refers to the developed electrochemical mod-
ule �in light-gray� to compute mass/energy/charge fluxes ac-
cording to Refs. �13,47–51�.

• The outer one refers to the convergence of the thermal-fluid-
dynamic variables with respect to the CFD module.

Details of the two individual modules are provided below.

3.1 CFD Module Governing Equations. The governing
equations of the fluid-dynamic phenomena occurring in a solid
oxide fuel cell are summarized below. The electrolyte is consid-
ered as an infinitely thin volume �i.e., a surface�. Thus, electro-
chemical and physical processes evolving within this volume are
only taken into account by the electrochemical module, and pro-
vide boundary conditions toward fuel and air domain in terms of
mass and energy fluxes. Conservation of mass is governed by the
following:

� · �u = 0 �1�

where � is the mixture density and u is the fluid velocity. Species
conservation is governed by

� · �Yiu − � · ��Di � Yi� = Si �2�

where Yi is the mass fraction of the examined species i, Di is its
diffusion coefficient, and Si is its source term, which is related to
the electrochemical reaction mechanism �consumption or produc-
tion of species i� and local current in each cell immediately adja-
cent to the electrolyte region in both cathode and anode sides.
Momentum conservation �valid for porous and fluid volumes, po-
rosity � is equal to zero in the latter case� is shown in the follow-
ing:

Fig. 5 Algorithm of the integrated CFD model
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� · ��uu − � � u� = − ��p +
2

3
� � · u� −

�

K
��u� �3�

where K is the isotropic permeability tensor, which allows to take
into account the flow in the porous electrodes.

Energy conservation is governed by

� · ��uh − � � T� = Sh �4�

where � is the local thermal conductivity, which depends on com-
position and individual species thermal conductivities. In this pa-
per they are calculated locally by means of the ideal gas kinetic
theory. In the electrodes, � expression takes into proper account
the solid thermal conductivity ��s=2.25 W /mK �52�� using a
mass-weighted average gas-solid value via the definition of poros-
ity �. Sh represents the energy source term, which is related to
species rate of change by Sh=�i

NhiSi.

3.2 Electrochemical Module Governing Equations. The
electrochemical module is called at each iteration by the 3D main
solver �external loop, Fig. 5�, and provides local 3D current on the
basis of reactant and temperature distribution �internal loop, Fig.
5�. Species and energy source terms Si and Sh, represent the link
between the electrochemical and the CFD modules, and are pro-
vided by the following equations as functions of local current
density �j�:

• electrolyte on the anode side

H2 mass source SH2
= −

j

2F
· MH2

�5a�

H2O mass source SH2O =
j

2F
· MH2O �5b�

mass balance �mass_a = − �mass_c = SH2
+ SH2O �5c�

• electrolyte on the cathode side

O2 mass source SO2
= −

j

4F
· MO2

�6a�

cathode mass balance �mass_c = SO2
�6b�

energy source Sh = �energy_c − �1.25V� · j �7�

The operating cell potential �V� is imposed across the electro-
lyte

operating cell potential V = V0 − �act − �ohm − �con �8�

Reversible voltage V0 �at equilibrium� is calculated by Nernst’s
equation �53�

V0 =
�G�T�

2F
+

R · T

2F
ln� pH2

· pO2

0.5

pH2O
	 �9�

Activation losses ��act� are directly linked to local current. Elec-
trode polarization is the main cause of these losses �54�; they are
evaluated for anode and cathode side by Butler–Volmer equations,
where p0 is the reference pressure, iex,C and iex,A are the reference
exchange current densities for cathode and anode, respectively. In
the presented model these parameters were assigned according to
�37�

�act,A =
2R · T

F
sinh−1� i

2i0,A
� �10a�

�act,C =
2R · T

F
sinh−1� i

2i0,C
� �10b�

i0,A = iex,A · � pH2

p0
� · � p0

pH2O
�0.5

· exp�−
Ea

RT
� �11a�

i0,C = iex,C · � pO2

p0
�0.25

· exp�−
Ec

RT
� �11b�

Ohmic losses ��ohm� are due to resistance of ion flow across the
electrolyte and to electrical resistance occurring across the elec-
trodes �48�. Electrolyte constitutes the major part of the overall
loss �49�. Voltage drop can be modeled as proportional to current

�ohm = i · Re =
le
	e

�12�

where le and 	e are, respectively, the electrolyte thickness and
conductivity; the latter can be expressed as

	e = 
1 exp�− 
2

T
� �13�


1 and 
2 parameters �Table 2� have been set on the basis of
similar models available in literature �13,47,49,51�.

Concentration losses ��conc� take place when reactant diffusion
through electrodes is less efficient than species flow rate requested
by electrochemical reactions. These losses are taken into account
considering species local partial pressures close to the electrolyte,
and then they are directly solved by the CFD module. Thus, Eqs.
�8� and �9� can be rewritten as follows, including all the cited
losses:

V0 =
�G�T�

2F
+

R · T

2F
· ln� �pH2

/p0� · �pO2
/p0�0.5

�pH2O/p0� 	 �14�

V = V0 − �act − �ohm �15�
Once assigned voltage and partial pressures of each species in the
electrodes, local current is solved all over the active region by
means of a Newton–Raphson algorithm.

4 Analysis of Results
The integrated CFD model has been applied to the analysis of

each of the three levels introduced in Sec. 2 �single-channel, mi-
croreactor, and midireactor�.

The experimental analysis of a single tube has been performed
first to directly validate the integrated CFD model in terms of
integral parameters, and look at the 3D coupling between thermal-
fluid-dynamic and current fields. All material properties refer to a
H2 fuelled MT-SOFC single, anode supported, cell prototype re-
alized in the context of a joint project, at the Upper Austria Uni-
versity of Applied Sciences of Wels �55�. H2 has been selected as
fuel, as basic design issues have been pursued in this context; the
same strategy has been followed in several papers available in
literature �38,56�. The inner anode is made of Ni–ZrO2 cermet,
the electrolyte of yttria stabilized zirconia �YSZ�, and the outer
cathode of a lanthanum strontium manganite coating �Sr-doped
LaMnO3�. Cathode current collector is realized by silver wire
wrapped around the cells, while an internal wire contact is used
for the anode. Currently, several methods to connect the cells
electrically are under test �9�. Material properties used in all the
calculations are reported in Table 1: their range have been cross-
checked with literature available data �57–61�.

Electrochemical parameters are common to all the cases and
given in Table 2. They are taken from literature available data
�37�. Conductivity coefficients 
1 and 
2, and exchange current
densities are used to model, respectively, ohmic, and activation
losses with regard to electrochemical module equations �Sec. 3.2�.
Boundary/operating parameters, common to all the simulations,
are finally given in Table 3: similar ranges can be found in litera-
ture available applications �39,56–61�.
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4.1 Single-Channel Level. Single-channel analysis is of par-
ticular importance both as it is the basis of the design concept and
as it has been used for the direct validation of the integrated CFD-
based model with respect to specific experimental data, whose
setup is described below.

4.1.1 Experimental Setup. Geometrical parameters �55� are
given in Table 4 while the schematic is provided in Fig. 1. The
tube diameter is in the range of 1 mm, while its length is in the
order of 1–10 cm. The sum of electrodes and electrolyte thickness
is consistently smaller than 1 mm.

Single cell MT-SOFC prototype has been tested in a dedicated
rig, containing a humidification section �Bronkhorst HI-Tech�, an
oven with a controlled temperature cell and an electronic load.
Gas flows were controlled, and exhaust gas was analyzed with the
use of a Varian CP-3800 gas chromatograph.

Experimental tests were performed in a controlled environment.
At the beginning, N2 flow has been used to clean the anode chan-
nel. Then, a wet H2 mixture �3 mol % steam� �39,55,56� has been
delivered to the anode, according to Table 3. Air is provided by a
cross impinging flow along a transversal direction onto the tube.
Inlet temperature for anode and cathode has been set equal to
1173 K according to the experimental tests; H2 flow has been

varied in the range of 5–100 N ml /min, and a polarization curve
has been measured at 50 N ml /min by varying voltage in the
range 0.6–1 V. Air flow rate has been set constant for all the tests
and equal to 6.3�10−5 kg /s.

4.1.2 Integrated CFD Model Validation. The prototype geom-
etry has been represented in the 3D domain to validate the inte-
grated CFD tool. Mass flow rates have been set as in the experi-
ments by means of cathode and anode inlet boundary conditions.

The computational domain has been divided into about 30,000
cells; grid spacing was set, after a sensitivity analysis, to an aver-
age size of 0.5 mm. According to this setup, the computational
time required for each iteration is about 1 s, and less than 100
iterations are required to get a converged solution.

Quantitative results are given in Tables 5 and 6, where mea-
sured and computed H2 utilizations are reported versus inlet H2
flow rate. Experimental and numerical polarization curves at
50 N ml /min are also reported in Fig. 6. In both the cases, the
integrated CFD-based tool is able to capture the trend of voltage
decrease and power increase by varying assigned current and H2
flow rate.

Error in the evaluation of hydrogen utilization is always lower
than 6%, the worst conditions being 50 N ml /min �5.9%�. The
polarization curve in this �worst� condition is affected by a mea-
surement error equal to 2% �instrument range is 0–30 A�, and
numerical data �Fig. 6� fit the curve with a similar error �2%�.
Further considering that electrochemical constants have been se-
lected depending on material properties, that constants have not
been tuned at this stage, the integrated CFD-based model was

Table 1 Material properties

Ni 90%–ZrO2 �Ni-YSZ� density 5970 kg m−3

Ni 90%–ZrO2 thermal conductivity 3 W m−1 K−1

Ni 90%–ZrO2 thermal expansion coefficient �900°C� 1.164�10−5 K−1

Ni 90%–ZrO2 specific heat 300 J kg−1 K−1

Sr–LaMnO3 �LSM� density 6570 kg m−3

Sr–LaMnO3 thermal conductivity 3 W m−1 K−1

Sr–LaMnO3 thermal expansion 1.23�10−5 K−1

Sr–LaMnO3 specific heat 573 J kg−1 K−1

Solid element density 5000 kg m−3

Solid element thermal conductivity 5 W m−1 K−1

Solid element heat capacity 871 J kg−1 K−1

Anode and cathode electrode porosity 35%
Anode and cathode viscous resistance 1013 m−2

Table 2 Electrochemical modeling parameters †37‡

Electrolyte conductivity coefficient �
1� 3.34�104 1 /� m
Electrolyte conductivity coefficient �
2� 1.03�104 K
Anode reference exchange current density �iex,A� 5.5�104 A /cm2

Cathode reference exchange current density �iex,C� 7�104 A /cm2

Anode activation energy �Ea� 1�105 J /mol
Cathode activation energy �Ec� 1.2�105 J /mol

Table 3 Boundary/operating conditions

Cathode and anode inlet temperature �K� 1173
H2 anode inlet molar fraction �%� 97
H2O anode inlet molar fraction �%� 3
Cathode and anode exit pressure �bar� 1

Table 4 Single cell geometrical parameters

Unit width �mm� 5.4
Unit length �mm� 44
Hydrogen channel diameter �mm� 3.91
Reactive cell diameter �mm� 4.3
Reactive cell length �mm� 44

Table 5 Comparison between experimental and numerical
data „current evaluation…

H2 flow rate
�N ml /min�

Voltage
�V�

Current
�A�

Power
�W�Experimental Numerical

100 0.612 1.962 1.978 1.201
75 0.607 1.950 2.012 1.184
50 0.601 1.930 2.027 1.160
25 0.583 1.867 1.869 1.088
20 0.566 1.820 1.804 1.030
19 0.566 1.814 1.761 1.027
18 0.557 1.797 1.757 1.001
17 0.560 1.776 1.692 0.995
16 0.550 1.746 1.676 0.960
15 0.550 1.757 1.613 0.966
12 0.499 1.526 1.505 0.762
11 0.449 1.479 1.468 0.664
10 0.443 1.377 1.382 0.610

Table 6 Comparison between experimental and numerical
data „H2 utilization…

H2 flow rate
�N ml /min�

H2 utilization
�%�

Percent error
�%�Experimental Numerical

100 13.7 13.6 �0.7
75 18.1 18.8 3.9
50 26.9 28.5 5.9
25 52.0 52.5 1.0
20 63.4 63.3 �0.2
18 69.5 68.5 �1.4
16 76.0 73.5 �3.3
12 88.6 88.2 �0.5
11 93.6 93.8 0.2
10 95.9 94.9 �1.0
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considered validated to predict global performance in the context
of the design procedure.

Then, the model has been used to analyze 3D thermal-fluid-
dynamic fields over the active surface �Figs. 7�a�–7�d�� and define
the most significant operating conditions in terms of H2 flow rate.
To this aim, a comparison between 20 and 100 N ml /min H2 flow
rate is proposed, according to Table 5 data; quantitative global
results are reported in Table 7.

H2 and H2O molar fraction fields are plotted on reactive surface

in Figs. 7�a�–7�d� �see row 1�. H2 has a decreasing molar fraction
�and then partial pressure� over tube length, while H2O has an
increasing one due to chemical reactions occurring on the active
surface. In the case of 100 N ml /min, due to the low H2 utiliza-
tion �13.7%� if compared with 20 N ml /min �63.4%�, H2 molar
fraction on reactive surface is almost homogeneous �in the range
of 0.8–0.96�, while this does not occur for 20 N ml /min �in the
range of 0.445–0.96�. O2 molar fraction, in both the cases, de-

Fig. 6 Polarization curve comparison between experimental „�… and nu-
merical „�… data

Fig. 7 H2 „a1 and b1…, H2O „c1 and d1…, and O2 „a2 and b2… molar fractions
„%…, current density „c2 and b2, A/cm2

…, temperature „a3 and b3 in K…, and
temperature gradient magnitude „c3 and d3 in K/mm… fields on the cell ac-
tive surface for 100 „a and c… and 20 „b and d… N ml/min H2 flow inlet
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creases toward air flow direction �Figs. 7�a� and 7�b�, see a2 and
b2�, but due to the excess air content, it shows a value close to the
inlet one all over the active surface.

At 20 N ml /min, power output is lower �1.030 W� with respect
to 100 N ml /min �1.201 W�. In fact, at 20 N ml /min, current
density output �Fig. 7�d�, see d2� is relevant �i.e., higher than
0.3 A /cm2� only in the region of the active surface close to H2
inlet. Temperature field �Fig. 7�b�, see b3� is rather homogeneous
�approximately in the range 1195–1205 K�, with a slightly de-
creasing profile related to a relatively light impact of heat release
due to electrochemical losses �according to Eq. �15�� and the cool-
ing effect of impinging air, as reported in Fig. 7�a� �see a3�, where
the air pathlines colored by temperature are plotted. As current
output is a function of reactant partial pressure and temperature
�according to Eqs. �10a�, �10b�, �11a�, �11b�, and �12�–�14��, at
low mass flow rate the effect of H2 partial pressure is stronger
than temperature field. On the other hand, at 100 N ml /min, it
may be observed by the analysis of Figs. 7�c� and 7�a� �see c2 and
a3�, that current is higher where temperature gets the maximum
value. It is also worth noting that maximum temperature �and
current� occur toward the end of the tube, and that maximum
temperature is consistently higher than at high fuel utilization op-
erating conditions, giving a range in the order 1190–1210 K.

A further analysis of temperature gradient magnitude, as an
indicator of material stress �30,31�, reveals that 20 N ml /min
�gradient magnitude in the order of 0.5 K/mm� is much less de-
manding than 100 N ml /min �gradient magnitude in the order of
1 K/mm�.

As a final remark on the choice of operating conditions, it may
be concluded at this stage that:

• High power density can be achieved by using low H2 utili-
zation operating conditions. These operating conditions give
relatively high stress on materials in terms of maximum
temperature and temperature gradient.

• High H2 utilization operating conditions give lower power
density, but the corresponding maximum temperature and
temperature gradient are safe for material resistance.

The two fuel flow rates then lead to substantially different strat-
egies to face with design at the microreactor level. Low H2 utili-
zation operating conditions appear more challenging in terms of
power density potential for microreactor design, and then they
have been retained primarily important. According to that assump-
tion, the anodes of different cells may also be serially connected
to fully exploit H2 energy content as confirmed in literature �39�.
A voltage in the range 0.6 V has been also chosen as a compro-
mise to get at the same time high power density and efficiency.

Accordingly, the previous operating conditions have been con-
sidered as primarily important. High H2 utilization cases have
been calculated for the sake of completeness to quantify the dif-
ference in terms of power density and thermal field distribution.

As a preliminary conclusion of this analysis, it may be observed
that the application of the numerical model at the single-channel

level allows, as reported in the schematic of Fig. 4, to perform a
detailed evaluation of the effects of fuel utilization on cell behav-
ior, and a more accurate understanding of the 3D coupling be-
tween fuel utilization and power output. This information, other-
wise unavailable by the sole experimental data, constitutes the
point of departure to develop the microreactor design level de-
scribed below.

4.2 Microreactor Level. A simulation of tubular cells stacked
into a microreactor, according to the basic layout of Figs. 2�a� and
2�b�, was performed to estimate the effects of tube assemblies into
a whole reactor characterized by a single air inlet and a single air
outlet and power in the range 15–20 W. The main advantages of
such configuration rely on cost and size reduction.

The design process at the microreactor level aims at analyzing
the effects of packaging issues �15 tubes in the specific case of a
microreactor� on the average power density and on the distribu-
tion of current density and temperature over active areas.

As a result of a number of intermediate simulations, three rep-
resentative geometries have been selected �A, B, and C�. For all
the geometries, air inlet is located on the upper left side, and air
outlet below on the right side. This is a basic requirement to
guarantee easy air manifolding �see midireactor geometry� for fur-
ther scaling up. Layouts are sketched in Figs. 8�a�–8�c�, while the
main geometrical parameters, according also to definitions pro-
vided in Figs. 2�a� and 2�b�, are given in Table 8.

The main design characteristics of the three layouts are the
following:

• Geometry A is characterized by high compactness, as the
distance among the tubes gets the minimum value of the
three layouts. Empty air volumes �indicated in the Figs. 2�a�
and 2�b�� are designed to improve air distribution among the
different rows.

• Geometry B is larger than A, as it presents an increase in
vertical distance among the different rows, to understand the
effect of distance on tube performance and thermal fields
inside the reactor. Air flow design is similar to geometry A,
with a smaller box shape �red baffles�.

• Geometry C is finally characterized by average distance
among the tubes, and a compact air manifold to have a
limited impact of empty air volumes on the total volume.

The three geometries have been divided into about 300,000
computational cells, with an average grid size similar to the
single-channel level �0.5 mm�. The required average computa-
tional timing for each iteration is about 3 min on a state-of-the-art
workstation, and 700–800 iterations are required to get a con-
verged solution.

As a preliminary assumption for reactant inlet flow, H2 and air
have been linearly evaluated equal to 15 times higher than the
flows rate of single-channel operating conditions, to realize simi-
lar air excess ratios of experiments.

Integral results are given in Table 9. It is worth noting that all

Table 7 Single cell performance comparison by varying the H2 mass flow rate

Inlet H2 flow
�N ml /min�

100 20

Fuel utilization �%� 13.6 63.3
Average current density �A /cm2� 0.324 0.258
Active surface power density �W /cm2� 0.198 0.158
Volume specific power density �W /cm3� 0.186 0.148
Total power �W� 1.17 0.93
Maximum temperature gradient magnitude �K/mm� 1.8 1.4
Average/maximum temperature �K� 1185.9/1219.5 1182.9/1204.9
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the geometries present an average power density around the value
measured in the single-channel experiments, as expected. It is also
interesting that geometry C has the highest current density output
�Fig. 9�c�, see c3�. The reason for such performance can be found
by the analysis of 3D plots.

Temperature field �Figs. 9�a�–9�c�, see row 1�, where also air
path-lines are plotted colored by temperature�, as it is strongly
coupled with electrochemistry, is in fact radically different in the
three configurations. In geometry A air flow management suc-
ceeds in providing homogeneous air flow rate over the different
tubes. A small temperature increase may then be observed on
active areas. geometry B has, instead, lower air availability in the
outer rows; for the effect of the baffles �different box shapes, Figs.
8�a�–8�c�� air flow is directed mainly toward the center of the
stack. In geometry C, this effect is more evident, as temperature
gets values up to 1280 K for the row above: this behavior is due to
the existence of a large recirculation zone �see path-lines in Fig.
9�c� �see c1��.

As commented above, the coupling between temperature and
current field is expected to be strong at low H2 utilization operat-

ing conditions, and then, air management, via temperature field, is
the main cause of the high current output of geometry C that
exhibits a maximum current of 0.502 A /cm2, and thus the highest
power density, although it is characterized by a consistent tem-
perature deviation among the tubes, as average and maximum
temperature differ by about 80 K. In geometries B and C, higher
air consumption �Figs. 9�a�–9�c�, see row 2� in the “hot tubes” can
be observed, due also to the existence of recirculation regions.

As far as material issues are concerned, geometries A and B
show different behavior �Table 9� in terms of temperature gradient
�and thus stresses�; geometry B exhibits higher thermal gradient
that at a first sight appears in contrast with the larger distance
among the tubes. Looking at the 3D plots of thermal gradient
magnitude on active surface �Figs. 9�a�–9�c�, see row 4�, it is in
fact evident that thermal gradient magnitude is limited only in the
core region of air flow, while it increases up to a value in the order
of 1.5 K/mm in the tubes closer to the top and the bottom of the
microreactor, where also temperature is increased by the coupling
of fluid-dynamic �flow recirculation� and heat release effects. Ge-
ometry C, due to a higher maximum temperature, presents large
regions characterized by gradient in the order of 1.5 K/mm; they
are located mostly close to the top of the microreactor where the
recirculation zone is highly developed.

Operating conditions have been changed in terms of air flow
rate, to compare the different geometries with similar maximum
temperature �equal to about 1260 K�, too. To this aim, air inlet has
been adjusted and set to the values reported in Table 10.

Integral results �Table 10� show an opposite trend, as geometry
A provides maximum current density �0.368 A /cm2� and volu-
metric power density �0.279 W /cm3�. Temperature 3D plots �Fig.
10�a�, see a1�, reveal that a reduction in air flow rate in geometry
A favors a temperature increase above all for tubes closer to air
outlet, which take then advantage of heat release of upstream
tubes. Accordingly, current output increases for downstream tubes

Fig. 8 Microreactor layouts „a, b, and c…

Table 8 Microreactor „15 cells… geometrical parameters

Configuration
Geometry

A
Geometry

B
Geometry

C

Unit width �mm� 30 54 50
Unit length �mm� 40 44 44
Air inlet length �mm� 30 30 44
Horizontal cells distance �mm� 5.1 5.1 11
Vertical cells distance �mm� 4.4 8.8 10
Air distributor Large Large Small
Box shape Max Min Min
Reactive �AEC� cell length �mm� 36 40 44
Volume �cm3� 59 112 86

Table 9 Microreactor „15 cells… performance comparison at a constant air flow rate
„10−3 kg/s…

Configuration Geometry A Geometry B Geometry C

Average current density �A /cm2� 0.311 0.343 0.360
Active surface power density �W /cm2� 0.190 0.210 0.218
Volume specific power density �W /cm3� 0.235 0.152 0.223
Total power �W� 13.88 17.04 19.25
H2 utilization �%� 10 14 14
O2 utilization �%� 0.82 0.97 1
Maximum temperature gradient magnitude �K/mm� 0.9 1.5 1.5
Average/maximum temperature �K� 1178/1211 1187/1265 1203/1280
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Fig. 9 Temperature fields „K… on the active surface „row 1…, O2 mole fraction „%… on a
transversal section „row 2…, current density fields „A/cm2

… on the active surface „row 3…, and
temperature gradient magnitude „K/mm… fields on the active surface „row 4… for the different
microreactor geometries at a constant air flow rate „10−3 kg/s…. „a… Geometry A, „b… geom-
etry B, and „c… geometry C.

Table 10 Microreactor „15 cells… performance comparison at a constant maximum tempera-
ture „1260 K…

Configuration Geometry A Geometry B Geometry C

Air inlet �kg/s� 3.5�10−4 1.1�10−3 1.4�10−3

Average current density �A /cm2� 0.368 0.343 0.337
Active surface power density �W /cm2� 0.225 0.205 0.206
Volume specific power density �W /cm3� 0.279 0.149 0.212
Total power �W� 16.43 16.67 18.22
H2 utilization �%� 12.5 12.7 13.8
O2 utilization �%� 2.71 0.87 0.79
Maximum temperature gradient magnitude �K/mm� 1.3 1.3 1.4
Average/maximum temperature �K� 1190/1260 1186/1252 1198/1255

062801-10 / Vol. 132, JUNE 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�Fig. 10�a�, see a3�. No further differences, although a variation in
air flow rate, may be observed for geometries B and C �Figs.
10�a�–10�c�, rows 1 and 3� in terms of temperature and current
unless for peak values.

The impact of heat transfer characteristics on microreactor per-
formance may be quantified by the compared analysis of Nusselt
number and current density. In fact, as current distribution de-
pends, especially at high fuel utilization �i.e., max temperature
operating conditions�, on local temperature, heat transfer charac-
teristics determine together with electrochemical reaction rate,
current distribution over the different tubes.

Nusselt number and current of each tube are plotted for all the
geometries in Figs. 11�a�–11�d� at constant max temperature con-
ditions. As expected, an anticorrelation occurs between current
and Nusselt number for all the geometries. In fact, poor local heat
transfer determines a better retaining capability of heat release,
thus giving an increase in temperature that is crucial to get high
current output.

In geometry A, the row close to the outlet �tubes 3, 6, 9, 12, and
15� is characterized by relatively poor heat transfer, as the tubes
are located downstream with respect to the other two rows. In
geometry B, instead, upper �1, 2, and 3� and lower �13, 14, and
15� rows are characterized by poor heat transfer characteristics
�and thus high current output� for the existence of recirculation

zones as underlined above. Geometry C is generally characterized
by poor heat transfer in almost all the tubes �but for the lower row
13, 14, and 15�: this circumstance allows to get the best current
output. It is therefore worth underlying that heat transfer is prima-
rily important to get optimal electrochemical performance, and
that the microreactor assembly takes advantage of recirculation
zones involving the larger number of tubes as possible.

The analysis of temperature gradient �Figs. 10�a�–10�c�, see
row 4� in this case indicates a similar peak for all the geometries
that is imposed by air flow rate control. Geometries B and C
present similar distribution to the above analyzed. On the other
hand, the better performance of geometry A is accompanied by
larger temperature gradients occurring mostly in the tubes charac-
terized by higher current performances, and then to those closer to
air outlet section. It is also worth noting that a nonhomogeneous
current output may be also observed in geometry A as far as
higher power density operating conditions are achieved.

At the microreactor level it may then be concluded that geom-
etry B is not optimal in any of the tested conditions, giving low
power density and high thermal gradient; hence it was rejected.
Then, high fuel utilization operating conditions have been tested
by decreasing H2 mass flow rate by 85% �main performance pa-
rameters are reported in Table 11�.

Fig. 10 Temperature fields „K… on the active surface „row 1…, O2 mole frac-
tion „%… on a transversal section „row 2…, current density fields „A/cm2

… on
the active surface „row 3… and temperature gradient magnitude „K/mm…

fields on the active surface „row 4… for the different microreactor geometries
at a constant maximum temperature „1260 K…. „a… Geometry A, „b… geometry
B, and „c… geometry C.
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The comparison of current performance indicate a better per-
formance of geometry A, accompanied by a higher utilization
�69.6% for geometry A versus 61% for geometry C�. Geometry A
performs even better in terms of power density, taking advantage
of the smaller volume, although temperature on the active surface
has similar range in the two cases �Figs. 12�b� and 12�d�, see b2
and d2�. The reasons for the difference in performance may be
found again by analyzing the 3D plots. H2 molar fraction fields
�Figs. 12�a�–12�d�, see row 1� show a high utilization for all the
15 tubes in both the geometries. However, the analysis of tem-
perature fields �Figs. 12�a�–12�d�, see row 2�, that once again
depend on the coupling between electrochemistry, fluid-dynamics,
and heat transfer, reveals that high temperature regions are much
larger in geometry A than in geometry C, and that in geometry A
the five tubes close to air outlet have more or less the same tem-
perature in the order of 1230 K. As underlined above, high utili-
zation conditions give high current only where H2 mole fraction is
high. Thus �Figs. 12�a�–12�d�, see row 3� current field is very low
close to H2 outlets in both the geometries, i.e., where fuel avail-
ability is poor, allowing to exploit only a limited percentage of the
available active area. In geometry A, however, the already com-
mented high temperature of some tubes allows current to get a
peak greater than 0.4 A /cm2 over a significant percentage of tube
length. Temperature gradient magnitude �Figs. 13�a� and 13�b��,
as expected, has a consistent decrease only for geometry C, as
current performance drops down by increasing fuel utilization. In
this case, then, the lowest temperature gradient may be observed
of all the cases.

Finally, at the microreactor level the following conclusions may
be drawn:

• Geometry and air flow management have a noteworthy im-
pact on the performance of the microreactor, i.e., stacked
tubes behave in a different way than single tubes. The analy-
sis of the coupling between heat transfer and electrochem-
istry is primarily important to optimize the microreactor op-
eration. In fact, Nusselt number and current output present
an anticorrelation due to the heat transfer capabilities of
each “active region” of retaining local heat release due to
electrochemical reactions.

• In all the cases, geometry B has the worst performance in
both terms of current and temperature gradient, and then it
was rejected.

• Geometries A and C have different behaviors. The occur-
rence of a large recirculation zone allows some of the tubes
of geometry C to have better performance, while the same
thing may be observed for the downstream row in geometry
A. With the same air excess geometry C behaves better,
while the opposite can be concluded by controlling air flow
rate to limit temperature to a maximum value �i.e., 1260 K�.

• 3D plots indicate that each tube behaves differently from the
others both in terms of power output and maximum thermal
gradient. It was however proved that in none of the pro-
posed geometries temperature gradient exceeded safe values
confirmed in literature �30,31�, and that, as it was considered
in the single-channel, high fuel utilization operating condi-
tions allow to exploit better H2 and to have limited thermal
gradient on the active surface with a reduction in power
output. Geometry A demonstrated a lower effect of fuel uti-
lization on performance, if compared with geometry C, as
power output decreased by 12%.

Fig. 11 „a… Cell position in the stack layer, related to air inlet/outlet direc-
tion. Evaluation of the relative current density „%… and relative Nusselt num-
ber „%… for each channel of „b… model A, „c… model B, and „d… model C at
constant maximum temperature „1260 K… operating conditions.

Table 11 Microreactor „15 cells… performance comparison at high H2 utilization

Configuration Geometry A High FU Geometry C High FU

Air inlet �kg/s� 3.5�10−4 10−3

Average current density �A /cm2� 0.324 0.245
Active surface power density �W /cm2� 0.198 0.149
Volume specific power density �W /cm3� 0.245 0.153
Total power �W� 14.46 13.2
H2 utilization �%� 69.6 61
O2 utilization �%� 2.43 1
Maximum temperature gradient magnitude �K/mm� 1.1 0.9
Average/maximum temperature �K� 1187/1239 1196/1237
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4.3 Midireactor Level. The analysis of different microreactor
geometries allows understanding the effect of geometry and air
flow rate on the performance of tube stacks. It is also worth noting
that power output of 15 tube microreactors, as reported in Tables
9–11, ranges approximately from 12 W to 19 W. Hence, a single
microreactor is not able to provide power enough, for example,
for APU applications, where the needed power is in the range
1–5 kW �5�. Thus, the proposed design procedure is based on a
modular scale-up methodology to increase the number of tubes,
and then power output, by keeping at the same time similar flow
configurations to the ones discussed in the section dedicated to the
microreactor design level. This simplifying assumption allows to
get started from the results computed for simpler configurations,
and then limits the complications and the number of degree of
freedom of very large tube assemblies and complex flow configu-
rations. Moreover, calculation timings of very large configurations
would become prohibitive, especially to compute large parameter
range sets.

The midireactor is an example of the application of such a
“modular design procedure.” According to Fig. 3, an assembly of
three microreactors is proposed. The proposed solution aims at
preserving as much as possible the geometrical characteristics of
geometry C, by designing air distributors able to provide almost
homogeneous air flow rates among the different microreactors.
Moreover, the proposed distributor layout allows to reduce the
volume dedicated to air management, and to confine air distribu-
tion only on the sides of the assembly of the microreactors.

Once given the geometry of the midireactor, the integrated CFD

tool has been applied to the analysis of current and thermal-fluid-
dynamic fields over the active surface, to verify the different out-
put and thermal gradients over the three microreactors. It is worth
noting that in this case, to preserve similar accuracy of single-
channel and microreactor tests, the computational domain has
been divided into about 1M cells, and that related computational
timing for a single operating condition is about 160 h on a state-
of-the-art workstation. This is the main reason why CFD-based
design at this stage aims at verifying power output distribution
and thermal gradient distribution similar to the microreactor.

Results, classified by the microreactor position, are summarized
in Table 12. Operating conditions are similar to constant air flow
rate microreactors. The geometry of the single air manifold, used
in the midireactor, allows to supply oxygen and to cool every
channel without creating zones with lower O2 concentration �the
molar fraction range showed in Fig. 14�a� is comparable to mi-
croreactor simulations, Figs. 9�a�–9�c� and 10�a�–10�c�, see row
2�, observing only a slight increase in temperature �Fig. 14�c��.
Current fields are also similar to microreactor results �Fig. 14�b��,
as recirculation regions let temperature increase in the tubes
placed at the bottom of each microreactor �Fig. 14�c��. The analy-
sis of the performance of each microreactor �Table 12� indicates
that the middle one performs slightly better than the other ones,
and that fuel utilization has an almost homogeneous value. More-
over, temperature gradient fields assure that midireactor design
does not introduce any misoperation in terms of material failure
with respect to microreactor level, as maximum temperature gra-
dient and distribution �Fig. 14�d� are similar to the corresponding
microreactor fields. Results could be even improved by better de-

Fig. 12 H2 mole fraction „%, row 1…, temperature fields „K, row 2…, and
current distribution „A/cm2, row 3… on the active surface for geometries C „a
and b… and A „c and d… at low „a and c… and high „b and d… fuel utilizations

Fig. 13 Temperature gradient magnitude on the active surface
for high fuel utilization, geometries C „a… and A „b…

Table 12 Midireactor results

Upper
microreactor

Mid
microreactor

Lower
microreactor

Current density �A /cm2� 0.318 0.354 0.351
Total power �W� 17.19 19.14 18.97
H2 utilization �%� 13.2 14.6 14.5
O2 utilization �%� 0.9 1.0 1.0
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signing air distributors, but the main target of this section is the
demonstration of the potential of the proposed CFD approach to
drive the design of a kW-size microtubular SOFC.

5 Conclusions
A specific design procedure for modular MT-SOFCs was pre-

sented. It is based on an integrated CFD model able to address all
the design issues arising from the complex interaction among
fluid-dynamic, heat transfer, and electrochemical phenomena.

The integrated CFD model was first validated versus experi-
mental data with respect to a basic geometry �single-channel
level�, and then used to evaluate more complex modular scaled-up
designs, called micro- and midireactors. Three different microre-
actor geometries and several operating conditions �i.e., different
reactant mass flow rates� have been investigated, leading to the
following main conclusions.

• The experimental validation proved that the model is able to
represent the coupling among the main phenomena occur-
ring into a microtubular SOFC. The deviation from the ex-
perimental data was always lower than 6%. Since no tuning
on model constant set was performed, this result has been
considered satisfactory for the MT-SOFC design.

• Small size and high temperature of a MT-SOFC make hard
a direct analysis, so the 3D computational fluid-dynamic
simulation is mandatory to analyze the heat transfer mecha-
nisms inside stacks.

• H2 utilization was identified as the crucial parameter for cell
operation. Low H2 utilization in fact gives higher power
density, although several tubes in series should be adopted
to exploit the full H2 energy content. It was also showed, by
means of 3D plots, that at low utilization maximum current
output occurs over higher temperature regions of the active
area, while at high utilization the zones characterized by low
H2 partial pressure give low current. Moreover, high utiliza-
tion operating conditions have lower temperature gradient
magnitude, and thus materials are less stressed.

• The three proposed microreactor geometries, constituted by
15 channels with common air inlet and outlet sections and
characterized by different compactness and tube arrange-

ments, showed a deviation of performance in terms of power
output and temperature gradient magnitude. It was showed
that by keeping a constant air flow rate, each geometry leads
to a different thermal field and then to different power out-
put. Also, by means of 3D plots, it was showed that each
tube provides different current output. Current homogeneity
and temperature fields are also a strong function of air flow
rate and fuel utilization as local heat transfer characteristics
have a strong impact on local current performance. Hence,
the choice of the optimal solution depends on operating con-
dition management and on heat transfer design issues.

• Temperature gradient magnitude had acceptable values in all
the microreactor geometries. However, geometry B, charac-
terized by relevant distance among the tubes, showed a bad
trade-off between power output and temperature gradient
and then it was not considered suitable for real application.

• Midireactor design was presented as a modular scale-up of a
microreactor with common air inlet and outlet. An example
of an assembly constituted by three microreactors was ana-
lyzed with a specifically designed air manifolding. The final
target of this level in the design concept consists of verify-
ing the achievement of most homogeneous as possible
power output of each module of the midireactor. The pro-
posed design showed reasonable results with regard to this.

The proposed design procedure and related results aimed at
demonstrating the potential of CFD-based tools applied to MT-
SOFCs. As far as the design concept is concerned, the next steps
foresee the study of even larger assemblies to test geometries
characterized by output closer to the 1 kW target, and the realiza-
tion of midireactor prototypes to finally assess results on an ex-
perimental basis.
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Film flow coupled with heat and mass transfer is a widely open
domain due to the range of its applications. However, the coupling
between the different phenomena makes the analytical resolution
difficult, and thus, coerces most authors into performing numeri-
cal studies. Although efficient, the numerical approach does not
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the establishment of the thermal boundary layer of a film flowing
down an inclinated heated plane. The formula is obtained by a
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1 Introduction
The study of a liquid film flowing down an inclinated plane is,

from the fluid mechanical point of view, quite simple. However,
when associated with heat transfer from the wall to the film and
with mass transfer between the film and the surrounding atmo-
sphere, it becomes a more difficult problem. Indeed, the high cou-
pling between equations increases considerably the difficulty to
find analytical solutions in such cases.

However, due to its widespread applications, this problem has
focused the attention of many researchers since the pioneering
work of Nusselt �1�. For instance, liquid films have been proved to
be efficient to protect glass from radiation �2�. They are also regu-
larly employed as basic principles in desalination plant studies
�3,4� or in absorption cooling systems �5�.

Considering the complexity of the phenomena taking place in
film flows, the numerical approach has been extensively used at
the expense of the analytical one �see, for example, Ref. �6��.
Despite its powerfulness and its ease of use, numerical approach

is limited by the fact that it does not exhibit the explicit relations
between governing parameters, such as flow rate or imposed tem-
perature on the wall. Therefore, it does not provide much compre-
hension of the phenomena, and sometimes, one needs to realize
numerous numerical simulations �parametric study� in order to
characterize the contributions of a particular parameter. This is the
reason why it may be very interesting to seek analytical solutions
even if such solutions can only be obtained in simplified cases. In
this connection, some interesting studies can be found, concerning
film flows coupled with heat and mass transfer, notably those of
Nakoryakov and Grigor’eva �7� and Grossman �8�, who provided
solutions by expansion series or by using the similarity tech-
niques. A very interesting analytical solution of mass transfer ob-
tained for a falling film absorber was also carried out by Conlisk
�9�, who provided a full analytical solution of the mass transfer
equation, with the assumption of a linear temperature profile,
which allows avoiding computational work in order to size a ver-
tical tube absorber. More recently, Ren �10� proposed an accurate
analytical solution to the heat and mass transfer in counterflow
cooling towers.

Nevertheless, those solutions either required strong assump-
tions or numerical resolution, or lost its physical meaning by pro-
jection. Therefore the aim of this paper is to propose an analytical
investigation concerning the thermal boundary layer development,
where the dependence between the different parameters involved
in this study appears explicitly. It is assumed here that the flow is
laminar, fully established at the beginning of the heated plane �see
Fig. 1�, and that the thermal boundary layer does not reach the
surface of the film �evaporation is not considered� in the con-
cerned area. The classical hydrodynamic boundary layer hypoth-
eses are also considered.

2 Semi-Analytical Resolution

2.1 Analytical Investigation. Considering the hypotheses
presented above, the velocity profile is well known and is given
by the Nusselt theory

u�y� =
g

�
sin����y� −

1

2
y2� �1�

where g is the gravitational acceleration, � is the kinematic vis-
cosity, � is the inclination angle of the plate, y is the normal
coordinate, and � is the film thickness. Concerning the film thick-
ness, one can readily check its link to the flow per unit of length
Q by the following relation:

� = � 3Q�

g sin����
1/3

�2�

In order to find an analytical solution corresponding to the tem-
perature T�x ,y� in the falling film, two main hypotheses were
considered. First, it was assumed that the thermal boundary layer
thickness �T never reaches that of the film. As a consequence the
temperature of the free surface is considered as constant and noted
Twater.

The second hypothesis reads ��2T /�x2�� ��2T /�y2�, which is
very classical in boundary layer problems.

Accordingly, the heat equation takes the following form:

u�y�
�T

�x
= �

�2T

�y2 �3�

where � is the thermal diffusivity, and T satisfies the following
boundary conditions:

T�x,y = 0� = Twall for x � �0,L�

T�x = 0,y� = Twater for y � ��0,��� �4�

T�x,y = �� = Twater for x � �0,L�
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For later convenience, these equations are now written in a
dimensionless form by introducing the following changes: �
= �Twall−T�x ,y�� / �Twall−Twater�, u�=2�u / �g sin����2�= �2y�−y�

2�,
and y�=y /� and x�=x / ��Pe�. Note that Pe is the Peclet number
Pe=u�y=��� /�, and also, it should be emphasized that y and x
are not normalized with the same length.

In addition, in order to simplify the boundary conditions of the
problem, we write

� = 1 − y�

�5�
�� = � − �1 − ��

In this condition, the governing equation of the normalized tem-
perature reads

�1 − �2�
���

�x�

−
�2��

��2 = 0 �6�

with the following boundary conditions

���x� = 0,�� = � for � � �0,1�

���x�,� = 1� = 0 �7�
Following a very common approach in such problems, the so-

lution of Eq. �6� can be sought by using variable separation
f�x��h���.

This leads to the following relation:

� f

�x�

f
=

�2h

��2

�1 − �2�h
�8�

Because each part of Eq. �8� is function of a different independent
variable, then it is equal to a constant. This constant is taken as
−A2 for later convenience, and the left hand side of Eq. �8� led to

f�x�� = C1e
−A2x� �9�

Concerning the right hand side of the equation, changing h��
to h� and A�2 to �� lead to an equation that can be identified with
Whittaker’s equation �11�. The solution h� of this equation is thus
given by MA/4,1/4���� and WA/4,1/4���� confluent hypergeometric
functions, known as Whittaker special functions �see, for instance,
Ref. �11� or the Appendix�. Written in terms of h and �

h��� =
C2MA/4,1/4�A�2� + C3WA/4,1/4�A�2�

��
�10�

where C1, C2, and C3 are integration constants.
Taking now into account the boundary conditions, the solution

can be expressed in a more simple way. Indeed, by using the fact
that when �→0:���x� ,0�=0, it comes that C3 is necessarily null,
as in these conditions MA/4,1/4�A�2�→0 and WA/4,1/4�A�2��0 �as-
suming that A is not null�.

Moreover, when �=1, the boundary condition imposes that

∀x�, ���x� ,1�=0; thus, h�1�=C2MA/4,1/4�A� must be null. As a
consequence, every element A that nullify h�1� can be a solution
of the problem; they are the root of the MA/4,1/4�A� Whittaker
function and nth is noted as Xn. Because the M function admits an
infinity of roots, the general solution of the problem can be written
as

�� =
1

��
�
n=1

�

CnMXn/4,1/4�Xn�2�e−Xn
2x� �11�

where Cn is a constant gathering C1 and C2.

2.2 Constant Determination. Here, in contrast with classical
problems �e.g., Bessel functions, found in most cylindrical prob-
lem� the Whittaker function does not admit, to the author’s knowl-
edge, orthogonal properties, which is a necessary condition to
determine the constant Cn. This is the reason why it is so difficult
to find complete analytical solution to such a problem. It is pre-
cisely the aim of the present work to propose an original semi-
analytical approach, consisting in determining both Xn and Cn
numerically. �Note that even if these coefficients are not obtained
analytically, their values remain unchanged whatever the problem
parameters are, owing to the dimensionless form of the equation.�

As a first step, the values of the roots of Mx�/4,1/4�x��, i.e., Xn

are calculated accurately with a very classical Newton-like algo-
rithm �the first 20 roots are presented in Fig. 2�.

Then we focus our attention on the determination of the Cn
coefficients. Let us mention that the boundary condition ���x�

=0,��=� imposes that

�
n=1

�

CnMXn/4,1/4�Xn�2� = �3/2 �12�

If we consider only a finite number of terms in Eq. �12� and if
we define the scalar product 	f��� 
g����=�0

1f���g���d�, then this
equation may be written under the form

G · c = y �13�

where G is a matrix, and c and y are vectors. The components of
these elements are given by

Gij = 	MXi/4,1/4�Xi�
2�
MXj/4,1/4�Xj�

2�� �14�

c�i�=Ci �i.e., the constant to be determined�, and y�i�
= 	�3/2 
MXi/4,1/4�Xi�

2��.
It appears that the Cn constant can be found by solving a simple

L

x=L

x=0
Æ

�

� � � �

�

� �

� �

� 


Fig. 1 Schematic representation of the physical system
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Fig. 2 Xn and Cn coefficients calculated for a 20 element
truncature
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linear system. Note that, in contrast to what happens when dealing
with classical orthogonal functions, the value of the Cn coefficient
is affected by the number of terms considered in Eq. �12�, since G
is not purely diagonal. So it has to be ensured that the values of Cn
are not strongly modified by taking more elements in the sum. In
this case, by truncating the sum to 50 or 100 elements, it is ob-
served that the first coefficients �at least the first 20� remain al-
most identical. It will be shown later in this article, by comparing
with the numerical results, that this number is sufficient to accu-
rately represent the physics of the problem.

Furthermore, as presented in Fig. 2, it can be noticed that Cn is
an alternated and decreasing to a null value sequence. If we refer
to the classical Leibniz rule concerning such a series, the error
committed by truncating the sequence, in our case, can be esti-
mated by


Rn
 =  �
k=n+1

�

Ck 	 
Cn+1
 �15�

Note that the values of the coefficients are also given in Table 1
and in the Appendix for a restriction of 20 elements, in order to
avoid any interested reader to reproduce such numerical
computation.

In terms of variables �, x�, and y�, Eq. �11� reads

� = y� + �
n=1

�

Cn

MXn/4,1/4�Xn�1 − y��2�
�1 − y�

e−Xn
2x� �16�

Under this form other results such as the local heat exchange with
the heated plane can be readily extracted

� · y = 

Twall − Twater

�
�1 −

1

2�
n=1

�

Cn�3 + Xn�MXn/4+1,1/4�Xn�e−Xn
2x��
�17�

Figure 3 represents the dimensionless heat flux density ��

=�� / �
�Twall−Twater�� along the plate.

2.3 Comparison With a Full Numerical Solution. The so-
lution given by Eq. �16� restricted to 20 elements is now com-
pared with a full numerical solution of the same problem, that is,
the heat equation in a falling film �using centered finite differences
with second order discretization schemes�. A linear temperature
profile is assumed as the final boundary condition and a grid of

100�100 nodes is chosen.
Figure 4 depicts � versus y� for different fixed x� �x�=0.02,

x�=0.05, x�=0.10, and x�=0.25�.
The adequation between the analytical and numerical models is

nearly perfect. Indeed, the analytical results fit the numerical re-
sults and tend to a linear profile. These results prove that a restric-
tion of the sum presented in Eq. �16� to 20 elements is enough to
capture the essential physics of the thermal boundary layer almost
everywhere, excepted when x� tends to 0. This is a classical prob-
lem when one needs to approximate an analytical function by a
truncated sum. Indeed, the more the function is used close to zero,
the more coefficients are required to describe correctly the phys-
ics. In the case, for x�=0.02, very small discrepancies can be
observed between the semi-analytical and the numerical results.

3 Conclusion
This paper proposes an analytical solution of the heat equation

for a water film flowing down a wall heated at a constant tem-
perature, assuming that the flow is laminar and established. This
solution had to be restricted to a finite number of elements to
enable the calculation of the solution function. It proved though to
give similar results as the numerical solution of the same problem.
Since the coefficients only have to be computed once and for all,
it provides a very fast way of finding a solution to such a problem.
Moreover, this solution allows a better understanding of the
weight of each parameter involved in the heat transfer, such as the

Table 1 Values of the first 20 coefficients

n Xn Cn

1 3.6723 0.6957
2 7.6688 0.3522
3 11.6679 0.2392
4 15.6675 0.1832
5 19.6673 0.1481
6 23.6671 0.1261
7 27.6671 0.1083
8 31.6670 0.0973
9 35.6669 0.0857
10 39.6669 0.0800
11 43.6669 0.0711
12 47.6669 0.0685
13 51.6668 0.0609
14 55.6668 0.0603
15 59.6668 0.0532
16 63.6668 0.0543
17 67.6668 0.0473
18 71.6668 0.0498
19 75.6668 0.0426
20 79.6668 0.0463
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15
Semi-analytical

ϕ
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Fig. 3 Local dimensionless heat flux density �� versus x�
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Fig. 4 � versus y� at x�=0.02, x�=0.05, x�=0.1, and x�=0.25
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flow rate, the temperature, or the inclination of the wall. It can
also be used in order to estimate the global or even local heat
exchange between the heated plane and water.

Appendix
M is defined by

M
,��z� = z�+1/2e−z/2��
 − � +
1

2
,2� + 1,z� �18�

and W is defined by

W
,��z� =
��− 2��

��1

2
− � − 
�M
,��z� +

��2��

��1

2
+ � − 
�M
,−��z�

�19�

where � is the gamma function and the confluent hypergeometric
function � is defined as

���,�,z� = 1 +
�

�

z

1!
+

��� + 1�
��� + 1�

z2

2!
+

��� + 1��� + 2�
��� + 1��� + 2�

z3

3!
+ . . .

�20�
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This technical note presents an introduction to boundary-
condition-independent reduced-order modeling of complex elec-
tronic components using the proper orthogonal decomposition
(POD)-Galerkin approach. The current work focuses on how the

POD methodology can be used along with the finite volume
method to generate reduced-order models that are independent of
their boundary conditions. The proposed methodology is demon-
strated for the transient 1D heat equation, and preliminary results
are presented. �DOI: 10.1115/1.4000945�

1 Introduction
Practical applications of computational fluid dynamics �CFD�

for heat transfer analysis often present situations where a complex
3D object may be used in several locations within a system. In
each of those locations, the object may encounter different fluid
flow situations and, consequently, have different boundary condi-
tions. Such applications are seen frequently in the field of elec-
tronics cooling. If it is possible to deploy a model that offers
reduction in the computational resources �reduced-order model�
and can provide results in many different flow situations
�boundary-condition-independent model�, then such a model will
accelerate the design and analysis of the end products that make
use of these components. Various approaches �1–5� have been
proposed to develop models for complex geometries with multiple
heat sources. Application of proper orthogonal decomposition has
been suggested by various authors �6–11� for the purpose of
model reduction for complex electronic systems.

The “Method of Snapshots” introduced by Sirovich �9� is used
to construct the original data set from which reduction is done.
The POD basis in finite-dimensional Hilbert space can be ob-
tained from the data by the following method. Let the snapshot
matrix be defined as the solution matrix that contains temperatures
at different spatial and temporal positions resulting from solving
the 1D transient heat equation.

Tsnap = �
T�1,time _ initial� . . . T�1,No _ time _ steps�

. . . . .

. . . . .

. . . . .

T�No _ grid _ points,time _ initial� . . . T�No _ grid _ points,No _ time _ steps�
� �1�

The covariance matrix C is now defined as

C =
1

N
TsnapTsnap

T �2�

Here, N is the number of time steps.
Eigenvalue decomposition is done on the covariance matrix C.

Eigenvalue decomposition:C�i = �i�i �3�
Eigenvalues and eigenvectors are obtained from eigenvalue de-

composition mentioned in Eq. �3�. In the current work, MATLAB is
used for identifying all the eigenvectors and eigenvalues of the
covariance matrix. The POD basis, �, is formed by arranging all
the eigenvectors ��i� in a matrix. These eigenvectors correspond
to the largest eigenvalues ��i� of the covariance matrix.

The reduced-order model is generated by Galerkin projection of
the discrete form of the governing equations onto the POD eigen-
vector by representing the solution as

T�x,t� = �
i=1

N

ai�t��i�x� �4�

where ai�t� are the POD coefficients defined by the inner product
�T�x , t� ,�i� and �is are the orthonormal POD basis vectors. The
reduced-order model determines the evolution of the POD coeffi-
cient and the evolution of the POD coefficients that govern the
solution of the reduced-order model. The POD coefficients in the
vector form are calculated by Eq. �5� obtained by using the ortho-
normal nature of the basis vectors from Eq. �4�.

a�t� = �TT�x,t� �5�

2 Boundary-Condition-Independent Reduced-Order
Model

The important contribution of the current work is to show that a
boundary-condition-independent reduced-order model can be ob-
tained for an object using the POD-Galerkin methodology. It is
possible to obtain a reduced-order model that is boundary condi-
tion independent by applying the principle of superposition of the
solutions for each type of boundary condition for the heat equa-
tion. Since the transient equation captures a majority of the char-
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acteristics of the detailed geometry, transient solutions of different
types of boundary conditions are added together to construct the
snapshot matrix.

3 Finite-Volume Method for 1D Heat Equation and
Order Reduction

The following problem, illustrated by Astrid �6�, is used to
demonstrate that a boundary-condition-independent reduced-order
model can be generated by the POD-Galerkin approach. The gov-
erning heat equation is

�cp

�T

�t
= k

�2T

�x2 �6�

The length of the 1D rod is 0.1 m. The rod is divided into 400 grid
cells. Material properties include a thermal conductivity of k
=100 W m−1 K−1, and �cp=10�106 J /m3 K. The power dissi-
pation of the point source is 1�1010 W. Heat conduction is simu-
lated for a time period of 240 s by discretizing the time domain
into 120 time steps ��t=2 s�.

By re-arranging the coefficients of the temperature variable in
the discretized form �8� of Eq. �6�, and representing the resultant
arrangement in a matrix-vector form, the following is obtained:

AT�t + �t� = A0T�t� + Bu�t� �7�

where A, A0, and B are the coefficient matrices.
In order to project this model into the POD subspace, we re-

place T�t�=�a�t�. The Galerkin projection of the discrete form of
the equations onto the POD basis � then yields

�TA�a�t + �t� = �TA0�a�t� + �TBu�t� �8�
Equation �8� is the reduced-order model of the 1D heat equation
discretized by the finite volume method. This methodology can be
readily extended to 2D and 3D geometries as the only change will
be in the formation of the coefficient matrices A and A0. A tridi-
agonal coefficient A matrix is formed for the 1D case, pentadiago-
nal for the 2D case, and heptadiagonal for the 3D case. The A0

matrix is adjusted for the inclusion of boundary conditions for
each case. The methodology can be implemented in commercial
CFD codes through macros or user-defined functions.

4 1D Heat Equation With Different Boundary
Conditions

A heat source is attached to a single cell at the center of the rod.
The goal is to identify a single set of POD basis needed to create
a boundary-condition-independent reduced-order model for the
1D rod with heat generation. The initial condition is a constant
temperature of 100°C. The POD basis is constructed by subject-
ing the rod to three types of boundary conditions as shown in
Table 1. The fourth boundary condition is used for validating the
boundary-condition-independent nature of the resulting reduced-
order model. The methodology can also be extended to isoflux
boundary conditions �by setting heat transfer coefficients on the
surface of the package�. The difference between isothermal and
isoflux boundary conditions arise in the construction of the snap-

shot matrix. The time required to achieve steady state will be
different for different isoflux boundary conditions.

4.1 Case 1. Initially, the reduced-order model was constructed
from six POD basis vectors corresponding to the solution with a
boundary value of 0°C alone �snapshot 1 of case 1�. This
reduced-order model was used to simulate the heat transfer with
the right side temperature at 60°C. Figure 1 shows the compari-
son of the CFD and the reduced-order solutions at t=2, 10, 120,
and 240 s. The difference in the two solutions can be easily seen
in this figure where the results from the reduced-order model do
not capture the cooling curve accurately.

In order to overcome this limitation, six POD basis vectors
were generated from the single snapshot matrix constructed from
the solutions of two fixed temperature values �0°C and 80°C� on
the right side, while the left side was insulated. The six POD basis
vectors correspond to the first six eigenvalues. The energy con-
tained in rest of the eigenvalues is of the order of 1�10−8% when
compared with the total energy. The resulting reduced-order
model was employed to simulate the earlier case with a right side
temperature of 60°C. Figure 2 shows good agreement with the
CFD results at all time steps; the difference in temperature is less
than 1°C for all time steps.

4.2 Case 2. From Table 1, case 2 is defined by having insu-
lated boundary conditions on both sides. The reduced-order model
is generated by six POD basis vectors obtained from the solution

Table 1 Reduced-order model generating and validation cases

Case Snapshot Left Right

1 1 Insulated 0
2 Insulated 80

2 3 Insulated Insulated
3 4 0 Insulated

5 80 Insulated
4 Validation case 0 0
5 Validation case �20 200

Fig. 1 POD and CFD solutions for a right side temperature of
60°C using six POD basis vectors from only 0°C solution

Fig. 2 POD and CFD solution for a right side temperature of
60°C using six POD basis vectors from both 0°C and 80°C
solutions
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of case 2. A good agreement between the reduced-order model
and the CFD solution was observed at all time steps. Using lesser
number of POD basis vectors gave significant error.

4.3 Case 3. The first case, case 1, is repeated with the left side
at a fixed temperature. Similar to case 1, two extreme boundary
conditions �0°C and 80°C� are used for obtaining the CFD solu-
tion. The POD basis is constructed from the solution with both
these boundary conditions. By using six POD basis vectors, the
reduced-order model is used to obtain solution for a boundary
condition �25°C� that lies within the two extremes. Figure 3 again
shows good agreement between the CFD and reduced-order
model solutions with the curves virtually coinciding with each
other.

4.4 Case 4: Validation Within Generating Temperature
Range. This case serves as the validation case, while cases 1–3
serve as the reduced-order model generation cases. For case 4, a
set of POD basis vectors is generated from the snapshot matrix
corresponding to the solutions of cases 1–3. The reduced-order
model obtained with this POD basis is used for simulating the
problem with both ends at a fixed temperature of 0°C. The num-
ber of POD basis vectors is increased until an accurate solution is
achieved. A POD basis consisting of 12 vectors was found to
provide an accurate solution, as seen in Fig. 4. The eigenvalue
spectrum for case 4 is shown in Fig. 5. Similar to case 2, the
energy contained in the leftout eigenvalues is of the order of 1
�10−8% of the total energy. Figure 5 shows deviation to be less

than 0.5°C for each time step. Thus this resulting set of 12 POD
basis vectors will serve to generate the boundary-condition-
independent reduced-order model.

4.5 Case 5: Validation Outside of Generating Temperature
Range. The usage of POD basis vectors in the reduced-order
model maximizes capture of the system characteristics with the
fewest number of terms. Such a model should be able to repro-
duce results for any type of boundary condition. This is verified
with case 5, where the left end is maintained at −20°C and right
end at 200°C. Both these temperatures are outside the range of
the generating boundary conditions. The reduced-order model
used in case 4, i.e., POD basis consisting of 12 vectors, is used to
simulate case 5. Figure 6 shows the comparison of the CFD-
generated solution with the solution generated by the reduced-
order model. The reduced-order model provides accurate results,
with less than 0.5°C deviation. This shows that a truly boundary-
condition-independent reduced-order model can be obtained using
the POD-Galerkin methodology.

5 Conclusion
A truly boundary-condition-independent reduced-order model

is constructed for a rod with a single constant heat source at its
center and asymmetric boundary conditions on its ends. The time-
averaged error in all cases is less than 1°C. Also, a computation
of 400 variables has been reduced to calculation of 12 variables.
With the final set of five snapshots and 12 POD basis vectors,

Fig. 3 CFD solution compared with six POD basis vectors for
a left side temperature of 25°C

Fig. 4 Eigenvalue spectrum of case 4

Fig. 5 CFD solution compared with 12 POD basis vectors for
both ends at fixed

Fig. 6 CFD solution compared with 12 POD basis for left end
at −20°C and right end at 200°C temperature of 0°C
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conduction heat transfer in a rod with a single heat source can be
simulated for any type of boundary condition on its extremities.
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The combined effects of Joule heating and viscous dissipation on
the momentum and thermal transport are studied for the Magne-
tohydrodynamic (MHD) flow over a stretching sheet. Effects of
free convection, thermal radiation, and surface suction/blowing
on the flow and heat transfer characteristics are also examined.
Results demonstrate that the reduction in heat transfer due to
Joule and viscous heating is more pronounced at a higher Prandtl
number. The Eckert number changes appreciably the velocity pro-
file as the buoyancy effect becomes significant, while the Eckert
number has an unimpressive effect on the velocity when the free
convection is week. Increasing the radiation parameter will in-
crease the temperature profile noticeably, and thus reduce the heat
transfer rate accordingly. The heat transfer is enhanced markedly
by imposing surface fluid suction, while the opposite trend is ob-
served for blowing. �DOI: 10.1115/1.4000946�

Keywords: MHD flow, Joule and viscous heating, stretching
surface, free convection, thermal radiation, suction/blowing

1 Introduction
The study of fluid flow and heat transfer over a continuously

moving surface has received, through the years, an increasing at-
tention due to its wide-ranging applications in many engineering
processes, such as polymer industry, crystal growing, stretching of
plastic films, and manufacturing of foods and paper. Since the
pioneering work of Sakiadis �1�, who investigated the boundary
layer flow over a continuous surface moving with constant speed,
various flow and thermal aspects of the problem were recently
extended in different ways for forced convection �e.g., Refs.
�2–4��. In the presence of gravitational force, the density gradient
is induced in the fluid medium by the temperature difference;
therefore, the free convection effect might alter the heat transfer
behavior. As indicated by Karwe and Jaluria �5�, the thermal
buoyancy effects are more pronounced when the surface moves
vertically. Chen �6,7� studied the thermal transport of mixed con-
vection flow over vertical and inclined stretching surfaces. It is
well known that the properties of the final product greatly depend
on the rate of cooling during manufacturing processes. The cool-
ing rate can be controlled by drawing such strips in an electrically
conducting fluid subject to a magnetic field, so as to obtain the
final products of the desired characteristics �8�. A number of in-
vestigations on the MHD heat transfer for different fluids past

stretching surfaces were performed by many authors; for example,
Ishak et al. �9� and Pantokratoras �10� for Newtonian fluids, Chen
�11� for power-law fluids, Misra et al. �12� for viscoelastic fluids,
and Rahman and Sattar �13� for micropolar fluids. In general, the
magnetic field is found to increase the temperature profile, but
decrease the velocity profile, and thus, it induces a rise in the skin
friction coefficient, but a reduction in the rate of heat transfer from
the surface. Thermal radiation is another dimension to the prob-
lem of boundary layer flow over a stretching sheet. In the absence
of the magnetic field, Seddeek and Abdelmeguid �14� explored the
effect of thermal radiation on the heat transfer from a stretching
sheet with variable heat flux. Abel et al. �15� examined the effect
of thermal radiation on viscoelastic MHD flows over a stretching
surface embedded in a porous medium. However, the combined
effects of Joule heating and viscous dissipation are ignored in the
abovementioned studies. As indicated by Chen �16�, Joule heating
and viscous dissipation may play an important role in the thermal
transport of a fluid past a heated surface when a magnetic field is
present. Therefore, the object of this paper is to investigate the
combined effects of Joule heating and viscous dissipation on the
heat transfer characteristics of MHD mixed convection flows over
a stretching surface.

2 Mathematical Formulation
Consider a mixed convection flow of an electrically conducting

fluid above a stretching sheet that is inclined from the vertical
with an acute angle � �measured in the clockwise direction� and
situated in an otherwise quiescent ambient fluid at temperature T�.
The positive x coordinate is measured along the direction of the
moving sheet with the slot as the origin, and the positive y coor-
dinate is measured normal to the sheet in the outward direction
toward the fluid. A transverse magnetic field of constant strength
B0 is applied normally to the sheet, which produces a magnetic
effect in the x direction. With the usual boundary layer and Bouss-
inesq approximations, the governing equations in the usual nota-
tion are

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= g��T − T��cos � + �

�2u

�y2 −
�B0

2u

�
�2�

u
�T

�x
+ v

�T

�y
=

k

�cp

�2T

�y2 +
�B0

2

�cp
u2 +

�

cp
� �u

�y
�2

+
16�1T�

3

3�cp�R

�2T

�y2 �3�

where �1 is the Stefan–Boltzmann constant and �R is the Rosse-
land mean absorption coefficient. The last term in Eq. �2� charac-
terizes the Lorentz force. The last three terms in Eq. �3� indicate
the effects of Joule heating, viscous dissipation, and thermal ra-
diation, respectively. The boundary conditions are

uw�x� = Cx, v = vw, Tw�x� − T� = A� x

L
�l

at y = 0

�4�
u → 0, T → T� as y → �

To proceed with the analysis, we introduce the following di-
mensionless variables

� =
Grx cos �

Rex
2 , 	 =

x

y
Rex

1/2, f��,	� =

�x,y�
� Rex

1/2 ,

�5�

���,	� =
T�x,y� − T�

Tw�x� − T�

where 
�x ,y� is the stream function, Grx=g��Tw−T��x3 /�2 is the
local Grashof number, and Rex=uwx /� is the local Reynolds num-
ber. Using the new variables in Eq. �5�, the dimensionless govern-
ing equations and boundary conditions become
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f� + f f� − �f��2 − Mf� + �� = �l − 1��� f�
� f�

��
− f�

� f

��
� �6�

1

Pr
�1 + R��� + f�� − lf�� + Ec��f��2 + M�f��2�

= �l − 1��� f�
��

��
− ��

� f

��
�

�7�

f���,0� = 1, f��,0� = fw − �l − 1��
� f

��
��,0�, ���,0� = 1

f���,�� = 0, ���,�� = 0 �8�

where the primes stand for partial differentiation with respect to
	. The dimensionless variables M, Pr, Ec, R, and fw, appearing in
the above equations, represent, respectively, the magnetic field
parameter, Prandtl number, Eckert number, thermal radiation pa-
rameter, and the suction/blowing parameter. They are given by

M =
�B0

2

�C
, Pr =

�cp

k
, R =

16�1T�
3

3�Rk
, Ec =

uw
2

cp�Tw − T��
,

�9�

fw = −
vw

��C

It is noted that a positive fw is for suction, but a negative fw is for
blowing. If the Joule heating and viscous dissipation are included
in the analysis, it requires that l=2, so as to hold the Eckert
number independent of x, i.e., the surface temperature is given by
Tw−T�=Ax2 and the Eckert number becomes Ec=C2L2 /cpA. It is
interesting to note that a closed form solution exists for the flow
field of pure forced convection ��=0�. In this case, the hydrody-
namic problem is uncoupled from the thermal problem, and f
satisfies

f� + f f� − �f��2 − Mf� = 0 �10�

f�0� = fw, f��0� = 1, f���� = 0 �11�

An analytical solution is found to be

f�	� = fw +
1

z
�1 − e−z	� �12�

where z= �fw+�fw
2 +4�1+M�� /2. Hence, the flow parameter f��0�

is obtained as

f��0� = −
fw + �fw

2 + 4�1 + M�
2

�13�

The local skin friction coefficient and the local Nusselt number
are defined, respectively, as

Cf =
w

�uw
2 /2

, Nux =
hx

k
=

xqw

k�Tw − T��
�14�

where w=���u /�y�y=0 is the wall shear stress and qw=
−k��T /�y�y=0 is the surface heat flux. In terms of the new vari-
ables �Eq. �5��, we have

Cf Rex
1/2 = 2f���,0� �15�

Nux Rex
−1/2 = − ����,0� �16�

3 Results and Discussion
The present problem is solved numerically by the Keller–Box

method �17�. To validate the accuracy of the present results, the
results for −���0� without Joule and viscous heating were com-
pared with those of Grubka and Bobba �2� and Ishak et al. �9� for
different values of l and Pr. Excellent agreements were found
among these three sets. The effects of viscous dissipation and
Joule heating are characterized, respectively, by the Eckert num-
ber Ec and the product Ec M. As mentioned previously, when the
effects of Joule heating and viscous dissipation are considered, Ec
is independent of x, only if l=2. We inspect these effects on the
heat transfer rate by comparing the corresponding values of
−���0� for l=2 and �=0, as shown in Table 1. As compared with
the case of Ec=0 �no Joule and viscous heating�, the value of
−���0� decreases when the viscous dissipation is considered. The
reduction in −���0� due to viscous dissipation is amplified as Ec
increases. When both the Joule heating and viscous dissipation are
included, a further decrease in −���0� is observed.

Variations of the local Nusselt number, in terms of −���� ,0�,
with the buoyancy parameter �, are displayed in Fig. 1�a� for

Table 1 Results of −��„0… for various values of Pr, M, and Ec„l=2, �=0, R=0, fw=0…

Pr M Ec

−���0�

No Joule and viscous
heating �Ec=0�

No Joule heating
with viscous dissipation

With Joule heating
with viscous dissipation

1 1 0 1.215774
0.05 1.188896 1.175457
0.1 1.162018 1.135141

2 0 1.126901
0.05 1.091843 1.068471
0.1 1.056785 1.010041

10 1 0 4.690210
0.05 4.535061 4.457487
0.1 4.379912 4.224764

2 0 4.606911
0.05 4.392634 4.249783
0.1 4.178357 3.892654

100 1 0 15.609144
0.05 14.943482 14.610650
0.1 14.277819 13.612157

2 0 15.529686
0.05 14.567006 13.925219
0.1 13.604325 12.320751
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various values of Ec and Pr. The decrease in the local Nusselt
number due to the combined effects of Joule heating and viscous
dissipation is seen to be more pronounced at a higher value of Pr.
Also, the Nusselt number increases with increasing Pr and �, as
expected. The temperature profiles shown in Fig. 1�b� reveal that
increasing Ec will increase the temperature, associated with an
increase in the thermal boundary layer thickness, and thus de-
crease the wall temperature gradient. The effect of Joule and vis-
cous heating on the temperature profile is found to be more promi-
nent as Pr becomes larger. The present calculation shows that the
change in the fluid velocity, due to Ec, is not impressive for small
� �say, ��1�, while appreciable effects of Ec on the velocity are

observed for higher values of �. The effect of Ec on the velocity
profile is shown in Fig. 2�a� for �=5 and for different values of Pr.
The inclusion of Joule heating and viscous dissipation is found to
increase the fluid velocity. Figure 2�b� reveals obviously the re-
duction in the flow parameter −f��� ,0� due to the combined ef-
fects of Joule and viscous heating. This outcome is consistent with
the velocity behavior close to the wall, as shown in Fig. 2�a�,
where the wall velocity gradient decreases with increasing Ec. In
addition, the effect of Ec on −f��� ,0� is more noticeable at larger
values of Pr and �. For the case of pure forced convection flow
��=0� over an impermeable surface �fw=0�, it is interesting to

Fig. 1 Combined effects of Joule and viscous heating on „a…
variations of −��„� ,0… with � and „b… the temperature profiles at
�=1 for various values of Ec and Pr„l=2, M=1, R=0.5, fw
=0…

Fig. 2 Combined effects of Joule and viscous heating on „a…
velocity profiles at �=5 and „b… variations of −f�„� ,0… with � for
various values of Ec and Pr„l=2, M=1, R=0.5, fw=0…
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note that the dimensionless skin friction coefficient can be deter-
mined from Eq. �13� to be −f��0�=1.41421, regardless of the val-
ues of Pr and Ec.

Typical temperature profiles at selected values of R and fw are
shown in Figs. 3�a� and 3�b�, respectively. It is evident that in-
creasing R will produce an appreciable increase in the temperature
distribution. Also, imposing the wall suction �fw�0� will cause
the reduction in the thermal boundary layer thickness, which in
turn decreases the temperature distributions. However, the behav-
ior is reversed when blowing is imposed on the surface. Some
values of −f��� ,0� and −���� ,0� are listed Table 2 for different
values of Pr, �, R, and fw. It can be concluded from this table that

the Nusselt number increases with increasing Pr, �, and fw; while
it decreases with increasing R. The changes in Pr and R do not
alter the skin friction coefficient for forced convection, since the
thermal flow is uncoupled in this case. For mixed convection, the
skin friction coefficient can be increased, either by increasing Pr
or by decreasing R. The effect of increasing fw is to increase the
skin friction coefficient for both forced and mixed convections.

4 Conclusions
In this paper we study the combined effects of Joule heating

and viscous dissipation on the momentum and thermal transport
characteristics for MHD mixed convection flow over a stretching
surface. It is found that Joule heating and viscous dissipation have
the effect to increase the fluid velocity, and accordingly decrease
the skin friction coefficient. Also, increasing the Eckert number
tends to increase the fluid temperature, and consequently to de-
crease the heat transfer rate from the surface, particularly for a
fluid having a higher Prandtl number. Free convection has the
effect to reduce the temperature distribution, and thus enhance the
heat transfer, whereas thermal radiation shows the opposite effect.
Moreover, the local Nusselt number increases by the imposition of
fluid suction at the wall, while the opposite trend is true for sur-
face fluid blowing.
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Nomenclature
B0 � magnetic field strength
Cf � local skin friction coefficient
Ec � Eckert number

f � dimensionless stream function
fw � suction/blowing parameter

l � surface temperature exponent
M � magnetic field parameter

Nux � local Nusselt number
Pr � Prandtl number

Fig. 3 Influence of „a… thermal radiation parameter and „b…
suction/injection parameter, on the temperature profiles for Pr
=1, l=2, M=1, and Ec=0.1

Table 2 Values of −f�„� ,0… and −��„� ,0… for various values of
Pr, �, R, and fw„l=2, M=1, Ec=0.1…

Pr � R fw −f��� ,0� −���� ,0�

1 0 0 �0.2 1.317745 1.049327
0.0 1.414214 1.135141
0.4 1.628286 1.335565

1 �0.2 1.317745 0.663606
0.0 1.414214 0.701768
0.4 1.628286 0.791864

2 0 �0.2 0.650970 1.230746
0.0 0.741833 1.315949
0.4 0.953562 1.506205

1 �0.2 0.553412 0.873902
0.0 0.627343 0.914113
0.4 0.800746 1.000909

10 0 0 �0.2 1.317745 3.333003
0.0 1.414214 4.224764
0.4 1.628286 6.600921

1 �0.2 1.317745 2.464813
0.0 1.414214 2.923121
0.4 1.628286 4.068494

2 0 �0.2 0.952601 3.464466
0.0 1.093021 4.342441
0.4 1.383162 6.681909

1 �0.2 0.876266 2.598970
0.0 1.005042 3.047392
0.4 1.283888 4.163782
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R � thermal radiation parameter
Rex � local Reynolds number

T � temperature
u ,v � fluid velocity components in x and y directions
x ,y � streamwise and cross-stream coordinates

Greek Symbols
� � coefficient of thermal expansion
� � angle on inclination from vertical
	 � pseudo-similarity variable
� � dimensionless temperature
� � buoyancy force parameter
� � electrical conductivity

 � stream function

Subscripts
w � wall
� � ambient condition
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